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Invention reinvented

In the eyes of patients and other stakeholders, the pharmaceutical industry exists to discover new medicines that go on to become standard treatments. The faltering economics of R&D productivity are jeopardizing that mission: R&D expenditure is not delivering.

According to analysis, costs have ballooned to more than $1.6 billion per new drug approved, compared with $1 billion in 2005, attrition rates remain stubbornly high, and many of the drugs that do eventually reach the market fail to gain broad acceptance. Today, only 30 percent of drugs launched earn an acceptable rate of return—a rate that is likely to deteriorate further given the increasing demands of payors and access agencies that want more value for their money. In 2008, for example, 96 percent of drugs reviewed by the French authorities were classified as having “minor differentiation at best,” meaning limited market access. And between 1998 and 2008 in the United Kingdom, almost 60 percent of drugs from the top ten pharmaceutical companies were given negative or restricted access. The recent global economic crisis can only make payors even more sensitive to costs.

Many have long called for what is effectively a new R&D paradigm—although apparently to little effect, given that drug approvals continue to fall. Today however, we sense real change as companies learn to adapt to a far harsher environment. Invention is being reinvented.

In this collection of articles, we set out our thoughts on some of the elements of that reinvention. We examine the untapped scope for improving productivity not through scientific innovation, but through better management of R&D and the use of IT in clinical trials. We publish original research on why so many drugs fall out of the development pipeline, and on what makes some laboratories more productive than others. We analyze the factors that account for commercial success, and look at how pharmaceutical companies are changing the way they work and think to meet new regulatory safety requirements and to gain market access. We assert that clinical development can be improved by moving from the traditional sequential approach to a more integrated model. And we investigate emerging opportunities—dissecting the economics of personalized medicine, and explaining why now is the time to refocus R&D on the needs and preferences of developing markets.

We hope you will find these ideas stimulating and welcome your comments. Please send them to pharma_r&d@mckinsey.com, or contact any of the authors individually.

Rodney Zemmel
Director, New York office

Mubasher Sheikh
Principal, London office
The road to positive R&D returns

As productivity in the pharmaceuticals industry has fallen, so calls for a “new paradigm” that will radically change pharmaceutical R&D have increased (Exhibit 1). The trend has been to view diminishing returns as a science problem. But while scientific innovation is certainly part of the solution, management should not overlook other, more familiar means of value creation. Increased attention to costs, speed of development, and decision making could increase the internal rate of return (IRR) of an average small molecule from around 7.5 percent—which is less than the industry’s cost of capital—to 13 percent (Exhibit 2).

Sizing the challenge

We modeled the estimated average return on R&D investment for a typical small-molecule compound and for a typical biologic. With net present value (NPV) of minus $65 million and an IRR of 7.5 percent, the model suggested that present-day returns for an average small molecule fall below the cost of capital (Exhibit 3). By contrast, between 1997 and 2001, the return approached 12 percent.

The key factors driving this downward trend in productivity are well known. Industry interviews and analysis of the Pharmaprojects database indicate that, over the past decade, the overall probability of success (POS) for small molecules has fallen by five percentage points, and the time required for R&D has increased by between 12 and 18 months. Furthermore, R&D costs have recently risen by about 8 percent annually, while prices worldwide are under pressure.

It could be argued that companies should shift much of their R&D investment to biologics, Scientific innovation is not the only way to higher R&D productivity. Attention to the familiar management areas of cost, speed, and decision making can still reap rewards.

Eric David, Tony Tramontin, and Rodney Zemmel

EXHIBIT 1

More talk, fewer approvals


1 New molecular entity
2 PubMed search for “new pharmaceutical research paradigm.” The term “cardiac surgery” was used as a control over the same time period to ensure trends were not simply due to changes in the number of publications available in PubMed over time.
as the average biologic currently offers a greater return (NPV of $1.26 billion, IRR of 13 percent) owing to higher average peak sales and slower decay of sales following loss of exclusivity. But given the limited number of such molecules and the expected erosion of returns as competition from biosimilars mounts, increased investment in biologics alone is not the solution. Rather, more careful management attention to reducing costs and accelerating time-to-launch, and better decision making over when to remove poorly performing drugs from the portfolio and which compounds to invest in, will reap significant rewards.

**Levers for change**

**Costs**

Although most companies have made progress in reducing costs, efforts too often focus on the obvious organizational and procurement issues. Successful companies generally employ broader strategies.

One approach is for companies to change what they are doing, not just how they do it. For example, companies that consistently over-power clinical trials could reduce the number of patients per trial. Our experience also suggests that R&D costs could be reduced by between 5 and 10 percent through more aggressive outsourcing of selected non-core activities to low-cost geographies.

A second approach is to reduce the costs associated with drug failures. Companies generally design R&D programs for success, even though the majority of programs will fail. Costly, two-year carcinogenicity studies, for example, are often initiated before a compound reaches proof of concept at the end of Phase II. This expenditure is wasted if the compound fails (as it is likely to do). Eli Lilly’s Chorus unit represents one effort to reduce costs by focusing on the activities that truly reduce the risk of failure of a compound on the way to proof of concept. The cost of failure can also be lessened by sharing risk with another party, such as another pharmaceutical company, a contract research organization, or investors. Such strategies can together reduce the overall cost of R&D by 15 percent or more, increasing the NPV of average small-molecule projects by about $250 million and raising the IRR of R&D by some two percentage points.

**Speed**

For medicines that make it to market successfully, our modeling indicates that each six-month delay to launch can mean a loss of almost $100 million in NPV, or a reduction of 0.5 percentage points in IRR. This number is obviously much higher for top-performing drugs. Yet opportunities exist to address inefficiencies such as poor planning of clinical development, slow patient recruitment, and suboptimal site and investigator management. We modeled the effect of accelerating a development program by a conservative 18 months. This increased the NPV of an average compound by about $190 million, raising the IRR by 1.5 percentage points. Some companies have done much better: Merck accelerated the launch of the diabetes drug sitagliptin (Januvia) by three to four years by employing novel parallel development techniques. But gains in speed cannot come from short cuts: the key to capturing value from program acceleration is choosing the right programs to accelerate.

**Decision making**

R&D leaders grapple with decisions about program termination, acceleration, resourcing, and prioritization. Project-termination decisions are especially difficult and can cost a company hundreds of millions of dollars if made too late. The current high attrition rate in Phase III trials suggests that companies have overlooked or ignored key signals, and in some cases made poor decisions about aspects over which they have substantial control. Our analysis indicates that of 106 reported Phase III failures from 1990 to 2007, 45 percent were due to insufficient efficacy of a drug versus a placebo, and 24 percent to insufficient differentiation versus standard of care. It is easy to scrutinize decision making with the benefit of hindsight, but R&D leaders can increase returns by identifying and removing poor performers from the portfolio earlier in development. Many organizations still advance compounds for the wrong reasons: because of “numbers-focused” biases.
incentive systems, because they fail to understand how product differentiation is increasingly driving reimbursement, or because they have traveled too far down the development path.

Many companies have started to restructure to address these issues. Eli Lilly’s Chorus unit, GlaxoSmithKline’s Discovery Performance Units, and Pfizer’s smaller, more focused therapeutic areas are a few examples. If these efforts enable R&D leaders to make better decisions and shift compound attrition to earlier stages, the impact will be substantial. “Taking” attrition earlier during Phase II could increase Phase III survival by ten percentage points—comparable to survival rates between 1997 and 2001—and increase IRR by up to one percentage point.

Implications for R&D leaders

A consistent, aggressive, and simultaneous focus on costs, speed, and decision making can raise the IRR on an average small molecule from 7.5 percent to about 13 percent. For a typical portfolio of a leading pharmaceutical company, assuming a composition of 75 percent small molecules and 25 percent biologics distributed across various phases of development, this would raise the portfolio return to between 14 and 15 percent, from between 9 and 10 percent currently.

Previous industry experience suggests such goals are attainable: from 1997 to 2001, the return on the portfolio described above would also have been 14 to 15 percent, driven by a higher POS and shorter development times. Although the current environment is tougher, managers are not yet fully exploiting the value-creation levers described here, and moderate improvements can substantially increase returns. An IRR of 14 to 15 percent on R&D might not sound like hitting the jackpot, but over a large portfolio it would create considerable value.

A version of this article, entitled “Pharmaceutical R&D: the road to positive returns,” was first published in Nature Reviews Drug Discovery, August 2009, Volume 8, pp. 609–10.

For further details of the analysis and methodology, please contact the authors.

Eric David (eric_david@mckinsey.com) and Tony Tramontin (tony_tramontin@mckinsey.com) are associate principals in McKinsey’s New York office, where Rodney Zemmel (rodney_zemmel@mckinsey.com) is a director.
The secret of high productivity in the research lab

Increasing productivity is one of the fundamental challenges of life sciences research. The work is complex, lengthy, and costly, and the failure rate high. But successful research can lead to disease-beating medicines and significant financial rewards for the research organizations involved. In the past, companies have tried to improve productivity through extensive, top-down initiatives, such as reorganizing research or investing heavily in new technology platforms. McKinsey, through its “SuccessLab” initiative, has now taken a different approach, setting out to understand what drives research productivity from the bottom up—from the laboratory itself.

To grasp how the world’s leading research laboratories organize and manage their research, we interviewed 12 world-class academic innovators, including Nobel prize winners, McArthur Genius Award winners, and some of the world’s most highly cited scientists. We wanted to understand what might differentiate their approach from that used in other, less productive laboratories, and whether there were key practices and processes that accounted for their success. A clear pattern emerged from the interviews.

We then examined the practices of 15 research laboratories in industry with different levels of performance, and several more academic laboratories. The aim was to compare these laboratories’ practices with those identified in the first phase of the research (see sidebar, “Research participants”).

As a result, we identified many similarities in the approaches adopted by all the most productive laboratories, or “top labs.” Although the top labs were often conducting quite different kinds of research, elements of their approach in five areas—strategy decisions, talent management, portfolio and project management, problem solving, and collaboration—were remarkably similar. Be they in academia, the pharmaceutical industry, high technology, or industrial chemical manufacturing, top labs organize themselves to ensure they have the right team working with a clear focus on a shared set of activities, and that researchers spend as little time as possible on administration and management. The result is higher productivity.

Although there are structural differences in how the various top labs try to achieve this outcome, the underlying principles are often consistent. Below we describe these principles, which together, our research suggests, amount to a best-practice approach to higher productivity.

What drives research productivity? An understanding of how the world’s most successful laboratories operate reveals some answers.

Mark Beards, Michael Edwards, and Mubasher Sheikh
Clarity of strategy enables projects, were a shared characteristic of Clear, three- to five-year strategies, making effective decision making on allocation of resources, the building of new capabilities, and communication of a lab’s role among its own staff, throughout the wider organization, and externally. The constant search for ways to create competitive advantage through emerging technologies was another recurring strategic feature.

Talent management

In evaluating researchers, top labs rate intrinsic intellectual capability, scientific curiosity, and general problem-solving skills higher than specific technical knowledge. There are of course occasions when a specific technical capability is required. But even in these situations, top labs will try to hire people with the ability to adapt to new roles as the focus of the lab evolves. To bring a range of perspectives and approaches to their work they recruit widely, from different countries and institutions and from diverse academic and commercial backgrounds.

One laboratory head believes that “regular interviews are totally useless” as a way of assessing candidates and prefers to rely on recommendations from collaborators and former colleagues or to ask applicants to work in the laboratory for a trial period. Other recruiters supplement interviews and technical assessments with problem-solving sessions, perhaps asking candidates to spend a morning devising answers to a specific question or working in the laboratory with the team. The latter serves the dual purpose of indicating how well the candidate will fit in. With this in mind, some laboratories arrange a social occasion before hiring, and the views of existing team members are always sought before a decision is made. Aware that courtship is a two-way street, top labs seek to attract the best candidates by nurturing their profile and reputation through working with academic institutions, offering PhD sponsorship and post-doctoral posts, presenting at conferences, taking active roles in industry groups, and publishing. (The fact that they have a clear strategic focus makes reputation building an easier task.) Internally, too, they work to attract talented individuals by way of secondments and transfers, particularly in industry. Internal publications, poster sessions, and meetings serve to bring the laboratory to the attention of the wider organization.

Once they are in place, new recruits are given formal and informal support and advice to help them to adopt the laboratory’s high standards and practices and to become useful as quickly as possible. Existing team members are expected to commit significant time to the one-on-one apprenticeship of new joiners (their end-of-year evaluations take account of this), and to assist in the continuous mentoring of junior lab members. Encouraged in this way, new hires and juniors feel their careers are developing and that they are helped to reach their full potential. For a laboratory to do otherwise is to risk losing them.

Financial incentives are transparently linked to certain achievements—an exceptional piece of research, or publication in a leading journal. At the other end of the scale, poor performance is not tolerated for long, and researchers are asked to leave if they do not respond to efforts to improve their attainment.

Despite the efforts they make to build the right teams, top labs are not overly concerned about staff turnover, seeing it as an important way of preventing their problem-solving culture from stagnating. Some even encourage turnover, although this can be more difficult to achieve in industry than academia. Seconding team members to different parts of the organization and exposing them to the different areas of focus within the laboratory’s portfolio can help to keep teams fresh.

Project and portfolio management

The top labs design their portfolios of projects to be interlinked, so that they are both additive, in that the lab reaps benefits from their intellectual scale, and synergistic, in that each project might uncover insights that prove valuable to another. Competitive advantage arises in both respects.

Project teams are assembled to incorporate the mix of skills needed to address particular problems, and it is these, rather than functional groups, that are the focus of the organization. Individual members too are expected to have expertise in several disciplines—the same person might run biophysical and cell biological assays on p53, for example—rather than depth of functional skills in one area, enabling the team to work flexibly to address its needs at any point. Subject to the laboratory’s requirements, researchers are allowed a degree of freedom to choose which projects they work on, and staffing allocation is discussed with all researchers before decisions are made.

Once a team is assembled, members set about their project with a clear plan that details what should be achieved by when and the mechanism for reviewing progress. The plan is used to forecast when particular resources or equipment might be required and to anticipate potential bottlenecks or...
delays. Simple visual tools are used to share information in a way that is quickly understood: for example, what is happening and when, or any likely clashes in demand for equipment.

But if all does not go according to plan, if milestones are missed, top labs do not shy away from tough decisions. Although a plan might sometimes warrant modification, they are keen to terminate sooner rather than later any project that is not showing results. Pouring more resources into a project that is unlikely to add value, or allowing it to continue at a lower level—because researchers are reluctant to let go or because they feel they might have missed something—robs other projects that have greater potential.

**Problem solving**

The best laboratories define a project by the specific solution sought, then use a variety of approaches to solve the problems along the way. They are careful to build on the platforms and techniques in which they have proven strengths in order to see where they can extend into new areas. In this way, their areas of expertise evolve.

Before running experiments, they ensure they have an initial hypothesis. To avoid mission creep, they may even write the first draft of the final paper abstract at the outset—even if they do not intend to publish the work externally—and redraft the paper as work progresses. One academic laboratory uses the draft final paper as the starting point for all reviews.

Notwithstanding these controls, laboratory heads are keen to give teams a degree of autonomy and not over-define the specific scientific approaches they should use, as doing so risks demotivating researchers and smothering potentially innovative ideas. Instead, they work with the broad group to outline the general approach. Their role is to ensure that the projects continue to contribute to the overall goal of the laboratory and are synergistic, not to micro manage unless absolutely necessary. Laboratory heads also encourage their researchers to spend time on projects driven by their own personal interest. This could be defined as a percentage of their time or as a set period each week: one laboratory sets aside Friday afternoons for work on personal initiatives. Allowing researchers this freedom helps maintain their passion for work, but can also ensure innovative ideas are not overlooked. Some laboratories have seen their Friday afternoon projects develop into major research initiatives.

Finally, the laboratories we examined have a healthy attitude to failure, seeing failed experiments as excellent learning opportunities. They take time to review raw data thoroughly, and might invite the head of another laboratory or team to do the same to help tease out any useful conclusions.

**Collaboration**

An open, sharing culture is important for productivity. Lab protocols and manuals are explicitly codified and shared, but top labs also call regular meetings for teams to share knowledge and challenge it, and to discuss the difficulties they face. They also create opportunities for teams to meet informally, perhaps over coffee or lunch, seeing this as an important way to identify how different teams can support one another.

One academic laboratory holds a Journal Abstract Club, at which all abstracts from the top 30 scientific journals are screened and six chosen to be presented at the next club meeting. Each club member presents once every two to three weeks. The laboratory head says he sees the club as a way of keeping everyone informed about what’s going on in the wider world, as well as better informed about what not to do.

Generally, external collaboration with other academic and industry laboratories is not wide spread, and might be instigated only to address a specific problem. The reason is the perceived need to protect a laboratory’s innovations. However, external collaboration can be a valuable source of ideas given the correct agreement structure, and top labs see it as an important element of their work that can enable a wider group of researchers to be brought to bear on the biggest challenges. These collaborations are quite different to the transactional collaborations used to provide a specific, routine service: they tend to be long-term relationships whereby researchers work in one another’s laboratories and meet regularly to share ideas and solve problems. These collaborations are often with groups headed by laboratory alumni, particularly in the academic sphere.

Top labs are also aware of how physical proximity can promote collaboration, organizing departments so that different teams and disciplines work closely together and even sit in the same areas. In one laboratory, chemists and biologists share a space for their desk work, with the chemistry lab on one side and the biology lab on the other. Large coffee areas and a lunch room for the laboratory staff encourage the culture of sharing and networking between teams.

“Hospitals and labs are the opposite: you want things to spread as much as possible like infectious diseases. You need crowdedness,” is the way one head of an academic laboratory puts it.

**Differences between laboratories**

Understanding what top labs do to succeed makes it relatively easy to see why others that fall short of best practice are less productive. If, for example, a laboratory has only a short-term strategy, it is likely to struggle to identify where to build capabilities, to link projects to get the benefits of shared learning, and to articulate what the laboratory should be known for. If it fails to recruit researchers according to best-practice criteria, or if it moves poor performers to other projects rather than dismissing them, it might limit the range of its approaches to problem solving and undermine performance. And if it does not link its portfolio of work, it also fails to make use of the intellectual scale of the organization and misses opportunities to bring new insights to solving problems. It might explain away its decision not to invest in “side projects” by invoking budgetary and business pressures, but the outcome remains the same: less enthusiastic researchers and missed potential. Budgetary concerns may also affect the extent to which average labs can design their facilities to encourage internal collaboration: teams working in older facilities are often separated from other parts of their laboratory group, and might even be located on different sites. But again, whatever the cause, the result is likely to be lower productivity because of lost opportunities to share learning and solve problems together.

We are not suggesting that one size fits all. Academic and industry laboratories have different requirements, and our research
We identified 30 internationally prestigious awards in medicine, biology, and chemistry, then identified the recipients of these awards between 2000 and 2008. Their innovation productivity was measured by their impact-adjusted publication productivity (Hirsch index divided by years of publishing activity) and IP-generation productivity (US patents divided by years of publication activity). Twelve of the top-quartile scientists agreed to take part in the research.

We did not identify a single laboratory that followed all the best practices described here. Nevertheless, the research identifies the common approaches the world’s top labs take to make their research activities productive, from the bottom up. It should prove a useful resource to those wishing to emulate their performance.

For more information about the research, analysis, and its application, please contact successlab@mckinsey.com

Mark Beards (mark_beards@mckinsey.com) is a consultant in McKinsey’s London office, where Michael Edwards (michael_edwards@mckinsey.com) is an associate principal, and Mubasher Sheikh (mubasher_a_sheikh@mckinsey.com) is a principal.
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1 We identified 30 internationally prestigious awards in medicine, biology, and chemistry, then identified the recipients of these awards between 2000 and 2008. Their innovation productivity was measured by their impact-adjusted publication productivity (Hirsch index divided by years of publishing activity) and IP-generation productivity (US patents divided by years of publication activity). Twelve of the top-quartile scientists agreed to take part in the research.
The future of drug development: advancing clinical trial design

Traditionally, drug development has been conducted in distinct—and increasingly expensive—phases. A more integrated model that uses adaptive design approaches to enhance flexibility and maximize the use of accumulated knowledge could improve the quality and reduce the cost.


Pharmaceutical innovation is increasingly risky, costly, and at times inefficient—with obvious implications for productivity. Estimates of the average cost of bringing a new drug to market range from $800 million to $2 billion, in part owing to late-stage failures and the rising costs of Phase II and III trials. Conducting these phases of development more effectively and reducing attrition rates are therefore major goals. The problem of attrition is particularly acute in Phase II trials, owing to factors such as the lack of proof of relevance for the biological target in a given disease intervention and insufficient understanding of the dose–response relationship of the new molecular entity.

As recognized by the Critical Path Initiative of the US Food and Drug Administration (FDA), novel approaches to clinical trial and program design could have an important role in overcoming these challenges. The traditional approach to drug development separates clinical development into sequential phases. During the exploratory phase of development, this new model uses all available knowledge and tools, including biomarkers, modeling and simulation, and advanced statistical methodology. Trials are designed to determine proof of concept (PoC) and to establish dose selection to a level of rigor that will enhance the likelihood of success in the confirmatory phase. During the confirmatory phase, modern designs, tools, and knowledge are applied to larger-scale studies with the goals of identifying the target patient population in which the drug is efficacious, establishing the benefit/risk ratio, and confirming the optimal dose and dosing regimen. During this phase, innovative clinical trial designs such as adaptive or seamless studies compress timelines, improve dose and regimen selection, and reduce the number of patients assigned to non-viable dosing regimens.

EXHIBIT 1
A novel model for clinical development

<table>
<thead>
<tr>
<th>Target</th>
<th>PoC</th>
<th>Approval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target discovery and validation</td>
<td>Clinical development</td>
<td>Clinical development</td>
</tr>
<tr>
<td>Exploratory phase</td>
<td>Confirmatory phase</td>
<td>Confirmatory phase</td>
</tr>
<tr>
<td>– Apply biomarkers, modeling and simulation, and advanced statistical methodology</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Demonstrate PoC and establish dose selection</td>
<td>– Apply innovative tools and clinical trial designs such as adaptive or seamless trials</td>
<td></td>
</tr>
<tr>
<td>– Identify target patient population, confirm optimal dose and dosing regimen, and establish the benefit/risk ratio</td>
<td>– Identify target patient population, confirm optimal dose and dosing regimen, and establish the benefit/risk ratio</td>
<td></td>
</tr>
</tbody>
</table>
distinct phases, in which progress is measured at discrete milestones, separated by “white space.” We argue that the effectiveness of the clinical development can be improved by adopting a more integrated model that increases flexibility and maximizes the use of accumulated knowledge. In this model, broader, more flexible phases leading to submission for approval are designated “exploratory” and “confirmatory” (Exhibit 1). This model is adaptive, parallel, and data-led and allows all available knowledge to be appropriately shared across the breadth of development studies to improve the quality, timeliness, and efficiency of the process.

Central to this model are novel tools, including modeling and simulation, Bayesian methodologies, and adaptive designs such as seamless adaptive designs and sample-size reestimation methods (see sidebar 1, “Tools, methods, and designs”). These can ensure the judicious use of limited patient resources, reduce patients’ exposure to ineffective or poorly tolerated doses, and lead to the recruitment of patients who, on the basis of biomarker analysis, are most likely to respond and represent the most favourable benefit/risk ratio.

Here we describe the general issues and methods involved, and show how the tools can be applied in both exploratory and confirmatory development by using specific cases in which modern trial designs and statistical approaches have been successful. We hope to raise awareness of these issues among those involved in clinical trials and provide guidelines to ensure that the most appropriate solutions are implemented, with the ultimate goal of increasing the efficiency and probability of success in clinical development.

Exploratory phase of development

Modeling is a key feature of the more integrated approach (Exhibit 1). Biological modeling is used to understand genetic, biochemical, and physiological networks, as well as pathways and processes underlying disease and pharmacotherapy. Pharmacological modeling guides clinical-trial design, dose selection, and development strategies. Finally, statistical modeling can be used to assess development strategies and trial designs in populations. These three types of modeling should be used throughout the development process to maximize their impact and synergies.

In the exploratory phase, modeling and simulation can help refine dose selection and study design. Early development studies are conducted with fairly restricted resources (limited duration, sample sizes, and so on), and the use of all available information is thus crucial for effective decision making. However, it should be noted that early development decisions based on biomarkers that have not been fully qualified can be misguided if such biomarkers eventually prove not to correlate with, or be predictive of, the final outcome. Accordingly, it is important to conduct methodology research in parallel with the development program to establish the correlation between the biomarker and late-stage endpoints or outcomes.

Modeling and simulation approaches can be used to represent dose-response and time-response behavior of safety and efficacy endpoints. Furthermore, these approaches can be combined with Bayesian methods to provide a continuous flow of information across different phases of development. For example, preclinical...
Modeling and simulation for dose and dose regimen selection. An important goal of a drug-development program is the selection of a dose and dosing regimen that achieves the target clinical benefit while minimizing undesirable adverse effects. Biological and pharmacological modeling can be useful in this context. For example, Novartis has used it in the dose selection for canakinumab (Ilaris, Novartis), a monoclonal antibody that has recently been approved for the treatment of the rare genetic disease Muckle-Wells syndrome (Exhibit 2). Clinical data on the relationship between activity of the therapeutic target (interleukin 1), markers of inflammation, and remission of symptoms were captured in a mathematical model that was continuously adjusted to fit emerging data. Simulation was then used to propose a suitable dose and dosing regimen that would achieve the desired response for the majority of patients—in this instance, an 80 percent probability that 90 percent of patients would remain flare-free for two months. The data derived from this modeling exercise allowed for selection of a dosing regimen that was investigated and confirmed in a Phase III trial (clinical data on various dosing intervals provided the raw data for the modeling and simulation exercise that finalized the dose and regimen selection for Phase III). Similarly, modeling has been used to predict the impact of changing the dose or dosing regimen of a dipeptidyl peptidase IV inhibitor that is being developed for the treatment of type 2 diabetes.

Bayesian modeling combined with use of external baseline data to improve efficacy and detection of safety signals in early development. Early development studies for establishing PoC often use small patient cohorts (ten to 20 subjects). These patients are usually observed for a relatively short period (several weeks) to evaluate early efficacy and safety signals, which are frequently measured on a continuous scale. However, the endpoints for the decision to proceed with development or not are typically based on a single time point (for example, change from baseline at the end of the study) and use dichotomized versions of the original variables to characterize responder and non-responder behavior. An example of the latter is the transformation of continuous liver-function test measurements (for example, alanine aminotransferase [ALT] and aspartate aminotransferase [AST]) into binary indicators—for instance, exceeding these times the upper limit of normal (ULN). There are, therefore, two types of information loss that often occur in PoC studies: the dichotomization of continuous endpoints and a failure to use all of the available longitudinal measurements collected in the study. A typical design for efficacy and safety evaluation in a PoC study is to use cohorts in a dose-escalation algorithm. Cohorts are assigned, in sequence, to increasing doses until the maximum tolerated dose (MTD) is reached, or unacceptable safety is observed for a given cohort. A new cohort is allowed to start only when acceptable safety signals are verified for all previous doses. At the end of the study, the goal is either to determine a dose range for further exploration in Phase III, or to conclude that no PoC can be established based on the efficacy-safety trade-off.

Because of small cohort sizes, only safety problems occurring in a relatively large percentage of patients can be reliably detected by dose-escalation procedures. Likewise, only relatively strong efficacy signals can be detected with reasonable statistical power. The detection of safety and efficacy signals can be made more efficient in various ways: by drawing on data and information external to the trial, and deploying longitudinal modeling approaches to make use of all available information. Furthermore, the utility of PoC studies within drug-development programs can be enhanced by incorporating the information obtained in them directly into later-phase trials. Bayesian modeling techniques are particularly useful in implementing these approaches.

Adaptive trial designs in early development. The core concept of adaptive trial design (also known as flexible design) is that it uses accumulating data to decide how to modify aspects of the study mid-trial, in a pre-planned manner, without undermining the validity or integrity of the study. Possible adaptations include adjustments to sample size, allocation of treatments,
2. Case study: combining proof-of-concept and dose-ranging trials into a single adaptive trial

This example shows how a single adaptive trial can replace two standard trials—PoC and dose-ranging. It also shows that the combined trial has greater power than the standard PoC design and is substantially better at estimating the dose-response curve.

The trial evaluated an analgesic drug to treat dental pain and tested seven doses of the drug. Several designs with different sample sizes, randomization ratios of drug to placebo, and starting doses were simulated against several scenarios. Here, we describe one design with a sample size of 120 subjects (40 placebo, 80 drug). Bayesian adaptive trials were simulated over seven drug-response scenarios to enable comparisons with standard designs. Seven scenarios, which represent the gamut of probable dose-response curves, were chosen as shown in Exhibit A. In simulations, it was found that across all seven scenarios, a single adaptive trial can replace two standard trials (PoC and dose-ranging). The power of the trend test for PoC was always greater for the adaptive design, as shown in Exhibit B.

When there was a small dose-response effect (scenarios two and three), the power of the adaptive design was about double that of the standard design. When the effect size was modest (scenarios four and five), the power was increased to almost 100 percent. When effect sizes were large (scenarios six and seven), the power was almost 100 percent for both adaptive and standard designs.

For the same total sample size, the adaptive combined PoC-dose-ranging trial is more efficient than the two standard trials in estimating the response at every dose (Exhibit C). The continuous curve shows the efficiency of the adaptive design relative to the standard dose-ranging design for scenario seven. Efficiency at each dose is defined as the ratio of the square of the estimation error of the standard design to the square of the estimation error of the adaptive design. The bars show the number of subjects allocated to each dose by the adaptive design. These results are computed by averaging the results of 1,000 simulations.

The overall efficiency across all doses is greater by a factor of five, whereas for the sloping part of the dose-response curve (doses four, five, and six), the adaptive design is three times more efficient. In Exhibit D, the adaptive combined PoC-dose-ranging trial with 60 subjects is as efficient in estimating the response at every dose as the two standard trials with a combined sample size of 120 subjects. It is also as powerful in testing for PoC.

The addition or deletion of treatment arms, inclusion and exclusion criteria for the study population, adjusting statistical hypotheses (such as non-inferiority or superiority), and combining trials or treatment phases. Adaptive trials have the potential to translate into more ethical treatment of patients within trials, more efficient drug development, and better use of available resources.

The standard approach to early development programs is to separate the trials for PoC, dose ranging, and dose selection. Adaptive designs offer several benefits over the standard approach. For example, a PoC trial can be combined with a dose-ranging trial (see sidebar 2, “Case study”). This has the advantage of reducing start-up costs and the time between trials, while potentially increasing statistical power and improving estimates of dose response. Adaptive designs can also enable trialists to work with more candidate doses without increasing the sample size. This is important to reduce the risk of failure in confirmatory trials, in which, it is estimated, 45 percent of Phase III programs industry-wide do not have the optimum dose.1 Adaptive dose-ranging studies are discussed further in sidebar 3, “Adaptive dose finding.”

Successful implementation of adaptive trial designs requires a number of things. Drug responses need to be rapidly observable relative to accrual rate; alternatively, good longitudinal models can be used to forecast endpoints in time to adapt dose assignments for future subjects (assuming, of course, that the early measurements are good predictors of the late endpoint values). Adaptive trials also necessitate more upfront statistical work to model dose-response curves and to perform simulations—and many simulations are required to find the best combinations of sample size, the randomization ratio between placebo and drug, starting dose, and number of doses. This in turn demands efficient programeing to develop complex algorithms and fast computing platforms.

Confirmatory phase of development

The primary goals of a confirmatory clinical trial are to ensure that the diagnostic or therapeutic intervention causes less harm than good (safety) and to find efficiently and confidently the actual effect size of the chosen primary outcome(s) within the identified patient population (efficacy). Optimization of trial design during confirmatory development holds the promise of greater success rates, improved efficiency, better detection of safety signals, compressed timelines, smaller...
overall programs, and lower attrition rates. A number of novel approaches to confirmatory development that can contribute to fulfilling this promise are highlighted below.

**Seamless adaptive designs.** Efficiency can be increased through the use of seamless adaptive designs, which aim to combine objectives traditionally addressed in separate trials in a single trial.\(^{22,23}\) An example is the seamless adaptive Phase II/III design addressing objectives normally achieved through separate Phase II and III trials. These trials are confirmatory in nature, as opposed to seamless adaptive trials in early development, which are essentially exploratory. The first stage of a seamless adaptive Phase II/III trial might be similar to a late-Phase II trial, with a control group and several treatment groups (for example, different dose levels of the same treatment).

Results are examined at the end of the first stage, and one or more of the treatment groups are selected to continue, along with the control group, into the trial’s second stage. The final analysis comparing the selected group(s) with the control will use data from the continuing groups from both stages of the trial.

There are three main potential advantages of seamless adaptive designs: they shorten the clinical-development program by eliminating the time lag between Phase II and III trials; they lead to greater efficiency in the use of data from both stages, which might mean that fewer patients are required to obtain the same quality of information; and they enable the earlier acquisition of long-term safety data, gathered through continued follow-up of patients from the first stage.\(^{22,23}\)

The designs are not suitable for all drug-development programs. Feasibility considerations include the length of follow-up time for the endpoint used for selection compared with duration of enrollment. Shorter follow-up will be more conducive to their use, whereas a relatively long endpoint follow-up period will tend to militate against. Development programs that do not involve complex treatment regimens might thus lend themselves better. Drug supply and drug packaging will be expected to be more challenging in this setting.

A number of logistical and regulatory actions must be taken to avoid compromising an adaptive trial. First, the actual algorithm for deciding the adaptation to implement must be specified in advance. This is usually accomplished by creating a charter for the independent data-monitoring committee charged with performing the unblinded interim analysis and communicating as appropriate with the sponsor. In addition, the sponsor must have developed in-house procedures to ensure that the algorithm is not transmitted throughout the company, and especially not to the study investigators.

To maintain a trial’s integrity, the processes by which interim data are examined and selection decisions are made and implemented must be considered carefully. Current conventions that restrict knowledge of interim results in ongoing trials should be respected to avoid compromising the “interpretability” of trial results. In some cases the decision being made at the selection point of a seamless design will be one for which a sponsor’s perspective might be relevant and for which the sponsor traditionally has been responsible, raising the question of its involvement in the monitoring process. A distinction is sometimes made between seamless adaptive designs that are inferentially seamless and those that are operationally seamless. In the former, which we describe here, the main analysis uses data from both stages of the trial. In the latter, the final analysis uses only data from patients enrolled after the selection decision. This might allow a broader investigation of the first-stage data involving the sponsor’s personnel, while alleviating concerns about the trial’s integrity; in addition, traditional non-adaptive statistical methodology normally suffices. Such designs may maintain the advantage of reducing “white space,” while losing the efficiency that results from using data accrued in stages. Regardless, operating procedures for the monitoring process in seamless designs must be carefully considered to ensure that the right expertise is applied to the decision, while limiting access to the accruing data as appropriate to maintain integrity.

Other considerations for adaptive designs include the endpoint used for selection. This need not be the same as the endpoint to be used in the main study analysis; if a good surrogate marker is available, this can be used and might enhance the efficiency of the seamless trial. Second, modeling and simulation will probably have an important role in developing the specific details of seamless designs (for example, per-group sample sizes in the different stages, considered under various scenarios) to ensure that they are robust and efficient. Third, the final analysis must use statistical methodology that is appropriate for the design: “naïve” comparisons of control versus the selected treatment that do not account for the

---

**3. Adaptive dose finding**

In an adaptive dose-finding study, the dose assignment to the next subject, or next cohort of patients, is based on the responses of previous subjects and chosen to maximize the information about the dose-response curve, according to some pre-defined objective metric (for example, variability in parameter estimates). In a traditional dose-finding trial, selecting a few doses might not adequately represent the dose-response relationship and many patients will be allocated to “non-informative” doses (wasted doses, as shown in the exhibit). In adaptive dose-finding, the strategy is initially to include only a few patients on many doses to explore the dose response, then to allocate the dose range of interest to more patients. This reduces the allocation of patients to non-informative doses.\(^{26,28}\) Compared with fixed randomization, this approach has the ethical advantage that fewer subjects are assigned doses that are too high or too low. It can also avoid additional, separate trials that might be necessary when fixed dose-finding trials do not adequately define the dose range.

Adaptive dose-finding trials also require an infrastructure that enables the rapid communication of responses from trial sites to a central, unblinded analysis center and of adaptive dose assignments to the trial sites. Randomization software capable of rapidly computing dynamic allocation of doses to subjects is additionally mandated by adaptive trials because pre-specified randomization lists will not work. In addition, a flexible drug-supply process is required because demand for doses is not fixed in advance, but rather evolves as information on responses at various doses is gathered as the trial progresses.

---

**ADAPTIVE DOSE FINDING**

- **Responses**
  - “Wasted” doses
  - Dose
  - “Wasted” doses

---

<table>
<thead>
<tr>
<th>Responses</th>
<th>“Wasted” doses</th>
<th>Dose</th>
<th>“Wasted” doses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Information. The parameter \( \delta \) denotes the primary endpoint based on available prior information. The standard approach used to power sample size has been chosen to answer the confidence that an appropriate sample size will be clear in advance. Although the general principles that will govern the decision should be clear in advance.

### Sample size reestimation within a confirmatory trial (Phase III)

Sample size reestimation (SSR) provides a mechanism for the appropriate use of the information obtained during a confirmatory study to inform and adjust the necessary sample size going forward. This process increases the confidence that an appropriate sample size has been chosen to answer the primary study questions.

The standard approach used to power a confirmatory study is first to estimate the underlying treatment effect of the primary endpoint based on available prior information. The parameter \( \delta \) denotes the true underlying difference between the treatment and control arms with respect to the primary endpoint. Even though the true value of \( \delta \) is unknown, the trial investigators will usually have in mind a specific value, \( \delta_{\text{true}} \), which represents the smallest clinically important delta (SCID) for this trial. Next, the trial designers will decide the sample size that can detect values of \( \delta \), based on prior information, that exceed the SCID with good power. The standard deviation \( \sigma \) (between subject variability) is a “nuisance parameter” the true value of which must be estimated in order to proceed with the sample size calculation.

The SCID can be often pre-specified from purely clinical arguments, whereas the actual effect size is unknown. Thus it is possible in principle to design a study with a fixed sample size that will have adequate power to detect the SCID, in the absence of adequate prior information about the actual effect size of the test agent. This is what statisticians envisaged when they created the fixed-sample methodology. However, this fixed-sample methodology has several drawbacks. If the actual effect is substantially larger than the SCID, a smaller sample size would have sufficed to attain adequate power. Sponsors will not often risk significant resources on trial sizes based on SCID assumptions that would lead to larger trials than the current “best guess” about the actual effect size (see sidebar 4, “Issues with the standard approach”). Instead, a smaller trial corresponding to that best guess may be run; if that assumption is too optimistic, and the truth is an effect size closer to the SCID, the trial will be underpowered and thus have a high chance of failure.

One approach to solving the problem of uncertainty about \( \delta \) is to design and execute further exploratory trials (typically Phase II studies). These small Phase II studies are normally carried out to get a more precise estimate (or best guess) of the actual \( \delta \) and \( \sigma \) so that the confirmatory study might be adequately powered. Each exploratory trial, although somewhat smaller than confirmatory trials, still requires significant resources to perform appropriately. Also, the inevitable start-up time and wind-down activities between trials have to be included when deciding true program efficiency and development timelines. This might therefore not be the most efficient way to proceed from the viewpoint of the entire clinical-trial program.

Advantages of adaptive SSR in confirmatory trials. A more flexible approach to the fixed sample-size methodology is needed. By altering the sample size using interim data from the trial itself, this flexibility can be achieved without compromising the power or the false-positive rate of the trial (that is, the chance of making a false claim of efficacy for a treatment that is not efficacious). SSR should be considered in two situations: where there is significant uncertainty about \( \sigma \); or where there is a substantial difference between the sample size resulting from using the SCID and the sample size the sponsor can justify on the basis of its best guess of the effect size.

This is a hypothetical example of a study in which sample size reestimation owing to uncertainty about \( \sigma \) led to an increase in sample size to ensure 90 percent power was maintained. At the beginning of the trial, the planned sample size was estimated at 150 patients based on a standard deviation of 1.0. At the interim analysis, the actual standard deviation was 1.4. Even though the effect size was as originally predicted, an increase in sample size to 295 patients would be required to maintain 90 percent power. Without the sample size reestimation, the power at the final analysis would be only 64 percent and there would be greater risk of a failed trial.
5. Group-sequential and adaptive designs for sample size reestimation

Group-sequential design

Suppose that the sponsor is unsure of the true value of $\delta$, but nevertheless believes that it is larger than the smallest clinically important delta (SCID). In this case, a group-sequential design might be considered. Such a design is characterized by a maximum sample size, an interim monitoring strategy, and a corresponding boundary for early stopping for efficacy. The maximum sample size is computed so that the study has adequate power to detect a value of $\delta$ that the sponsor believes represents a reasonable estimate of the efficacy of the experimental compound provided this estimate is at least as large as the SCID. If the sponsor wishes to be very conservative about this estimate, the maximum sample size needed can be computed to have adequate power at the SCID itself. An upfront commitment is made to enrol patients up to this maximum sample size. However, if the true $\delta$ exceeds the SCID, the trial might terminate earlier with high probability by crossing an early stopping boundary at an interim analysis.

Returning to the example discussed in Sidebar 4, suppose that the sponsor decides to make an upfront commitment of 4,000 patients to the trial but intends to monitor the accruing data up to four times, after 1,000, 2,000, 3,000, and 4,000 patients become evaluable for the primary endpoint. The commitment of 4,000 patients ensures that the trial will have 88 percent power to detect a difference as small as $\delta = 0.1$ (in this case the SCID). Although this is a rather large sample size to commit to the trial, the actual sample size is expected to be substantially smaller if the true $\delta$ is larger than the SCID. This is because at each of the four interim monitoring time points there is a chance of early termination and a declaration of statistical significance. At each interim analysis, a test for statistical significance using all available primary endpoint data would be performed, and the result would be compared with a properly determined early-stopping boundary value. The trial could be terminated the first time a boundary is reached, with a valid claim that the experimental arm is more efficacious than the control arm.

However, sometimes a sponsor might not be willing to make such a large upfront commitment, particularly when the only currently available data on $\delta$ come from one or two small Phase II trials. The sponsor might feel more comfortable with a design that starts out with a smaller sample size of, say, 1,000 patients, with the opportunity to increase the sample size at an interim time point and after observing data from the trial itself. This is the motivation for the adaptive design considered next.

The adaptive design

The group-sequential design described above is characterized by pre-specifying a maximum sample size upfront and terminating earlier if the true $\delta$ is larger than anticipated. By contrast, an adaptive design pre-specifies a smaller initial sample size, but with the possibility of increasing the commitment after seeing interim data from the trial. On the surface, this is similar to the usual practice of first running a small Phase II trial to obtain an idea about efficacy and safety and then following it up with a larger Phase III trial once the efficacy and safety of the compound have been established. There is, however, an important distinction between the conventional Phase II followed by Phase III strategy and the adaptive strategy outlined below.

In the conventional approach, the data from the Phase II trial are not combined with the data from the Phase III trial. The adaptive design, however, uses all the data from both stages for the final analysis. This can have important advantages both in terms of gaining additional statistical power and in shortening the drug-development time.

In our example, we stated that the SCID was 0.1. Supposing that the sponsor believes that the true $\delta = 0.2$—that is, twice the size of the SCID. If this is indeed the case, then a total sample size of 1,000 patients will have 89 percent power at a one-sided level of 0.025. On this basis, the sponsor is prepared to make an initial investment of 1,000 patients to this trial. As an insurance policy, however, the sponsor intends to take an interim look at the accruing data at the mid-point of the trial, after 500 patients are evaluable for response. If the estimate of $\delta$ obtained from these 500 is smaller than the sponsor expected, then the sponsor might choose to increase the sample size to preserve the power of the trial.

Many different criteria can be used to decide whether an increase in sample size is warranted. A commonly used criterion is “conditional power.” The conditional power at an interim analysis is the probability, given the observed data, that the experimental compound will demonstrate efficacy on completion of the trial. The conditional power computation requires specifying a value for $\delta$. Either the value specified at the initial design stage or the value estimated from the interim data can be chosen. In this example, we use the interim estimated value of $\delta$ for evaluating conditional power. The table below displays conditional power for various estimated values of $\delta$ at the interim time point, along with the total sample size needed to achieve 80 percent conditional power at the final analysis. The entries in the table assume that $\alpha = 0.025$. Note that the final sample size required to achieve 80 percent conditional power could increase or decrease from the initially planned sample size of 1,000.

<table>
<thead>
<tr>
<th>Interim $\delta$,</th>
<th>Conditional power without sample-size increase, %</th>
<th>Total sample size needed to achieve 80% conditional power</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>65</td>
<td>725 (sample size reduction)</td>
</tr>
<tr>
<td>0.175</td>
<td>66</td>
<td>696 (reduction)</td>
</tr>
<tr>
<td>0.15</td>
<td>72</td>
<td>1196 (increase)</td>
</tr>
<tr>
<td>0.125</td>
<td>51</td>
<td>1377 (increase)</td>
</tr>
<tr>
<td>0.1</td>
<td>30</td>
<td>2981 (increase)</td>
</tr>
</tbody>
</table>

SSR usually involves the choice of a suitable initial sample size, including one or more interim analyses at which the sample size will be reassessed. There are two distinct strategies—the group sequential strategy and the adaptive SSR strategy—for choosing the initial sample size, and then altering it on the basis of data obtained at various interim analysis time points. The group sequential strategy, which is also an adaptive design, begins with commitment to a large upfront sample size and cuts back if the accruing data suggest that the large sample is not needed. The adaptive SSR strategy proceeds in the opposite direction, starting out with commitment to a smaller initial sample size but with the option to increase it should the accruing data suggest that an increase is warranted (see sidebar 5, “Group-sequential and adaptive designs”).

Extending the methodology to unknown $\sigma$

Although the group sequential and adaptive SSR methods were presented under the assumption that the standard deviation $\sigma$ is known, they apply equally for the case of unknown $\sigma$. One can start out with an initial estimate of $\sigma$ and a corresponding sample-size estimate. Then, following an interim analysis, one can reestimate this nuisance parameter, enter the updated estimate into the equation, and recompute the sample size. An example is given in Exhibit 3.

There are two ways to obtain the new sample size in the situation of unknown $\sigma$: blinded and unblinded. In the instance of blinded sample size reestimation, the sponsor uses pooled data to estimate $\sigma$. This is permitted with no penalty to the analysis criteria (that is, alpha, or the probability of Type I—false positive—error). It is preferable that the sponsor pre-specifies how many times changes are to be made to the sample size, at what time points, and how the new sample size will be calculated. Usually, this type...
of adjustment will not be permitted by regulatory authorities more than once. For unblinded sample size reestimation, the sponsor sets up a mechanism (possibly with the data-monitoring committee of the trial whereby the SSR is based on an unblinded estimate of variability (or statistical information) at the interim analysis. Sample size may be altered one or more times, but the maximum statistical information must be pre-specified.

If the sponsor agrees that there will be no early stopping for efficacy following an interim analysis, then no adjustment to the final analysis criteria is necessary. The data-monitoring committee might monitor the data one or more times and adjust the sample size up or down based on the unblinded estimate of variability and attempt to reach the pre-specified maximum information.

When the sponsor pre-specifies the interim time points at which it is permissible to terminate early for efficacy, the criteria for each interim analysis must be pre-specified in a manner that controls the false-positive rate across the entire study. This will result in adjustment to the final analysis criterion if the study is not stopped early. Interim looks undertaken solely for administrative purposes, with no intention of stopping the trial in the light of efficacy data, do not need to have defined criteria. The trial then proceeds either until it is terminated early for efficacy on the basis of the pre-defined criteria having been reached, or until the planned maximum information (sample size or number of events) is reached.

**Tackling the challenges of adaptive trial designs**

Because they are so flexible, these new trial designs require significant statistical analyses, simulations, and logistical considerations to verify their operating characteristics, and therefore tend to require more time for the planning and protocol-development phase. Regulatory agencies and institutional review boards also need to approve the design format for interim analysis, and these discussions can take time too. Such time considerations can lead a company to follow the traditional route to clinical development, without fully appreciating the advantages that adaptive designs can eventually bring in terms of time and cost savings and probability of success.

As described above, adaptive designs further require the following: quickly observable responses relative to the patient accrual rate, or good longitudinal forecasting models; efficient design and implementation software and fast computing platforms; an infrastructure that facilitates rapid communication, both across trial sites to the central unblinded analysis centre, and of dose assignments to trial sites; and a flexible drug-supply process. Appropriate models, which reliably characterize the longitudinal behavior of clinical endpoints, or the relationship between biomarkers and endpoints, are also crucial to the success of the modern clinical-development paradigm discussed here. Because model assumptions often need to be checked—and at times revised—after data have been observed, an intriguing possibility would be to use “adaptive modeling” approaches. This is a topic for further research.

Maximizing the use of all potential prior information requires greater collaboration across functional silos in organizations to avoid compartmentalization of data. In practice, the inclusion of a broader sample of data sets can be difficult because of the lack of common data standards. These problems are compounded by competitive hurdles to sharing what is considered proprietary information about novel therapies without PoC, which inhibits the exchange of data. Overcoming internal resistance and aversion to change also represents a major hurdle for incorporating the prospective use of novel trial designs and methodologies, and of modeling and simulation, into clinical-development programs.

A key barrier to the implementation of tools and techniques which advance the quality, timeliness, and efficiency of drug development is the ability to work across disciplines and among stakeholders to understand how and when to apply these solutions. To address this challenge, we make the following recommendations. First, a common vocabulary and a common understanding of the value of modern trial designs to all stakeholders must be defined and disseminated. Second, guidelines and case studies for assessing situations in which tools should—or should not—be applied must be developed and disseminated. Third, there is a need for a methodology for dialogue with regulatory authorities to facilitate discussion of clinical strategies which use these tools and address potential constraints. Finally, it will be crucial to identify specific solutions to address obstacles and objections that inhibit the adoption of modern tools and adaptive study designs.

This article, with supplementary information, was originally published by *Nature Reviews Drug Discovery*, and can be found for citation purposes online at www.nature.com/reviews/drugdisc (doi:10.1038/nrd3025). Please direct scientific correspondence to John Orloff (john.orloff@novartis.com). Requests of a general nature can also be made to the McKinsey Trial Design Team (matthias_evers@mckinsey.com).
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Using IT to speed up clinical trials

Clinical trials are costly and complex undertakings for pharmaceutical companies. A trial can cost hundreds of millions of dollars and require the coordination of many patients, physicians, and regulatory agencies for up to seven years. The stakes are high, because companies spend about 10 percent of their operating budgets on these trials and, more importantly, can derive huge benefits from being first to market with a new type of drug. But they face intense competition from similar compounds and from generic drugs once their patents run out. As patents are issued before a drug goes into clinical trials, the faster a trial goes, the longer the manufacturer enjoys a monopoly until generic versions can be sold. Thus, a streamlined and speedy trials process can have a significant impact on the economics both of new drugs and of existing drugs that may be approved for additional uses after further clinical studies.

Over the past decade, pharmaceutical companies have introduced a number of initiatives to boost the productivity of trials. They have rolled out electronic data capture (EDC) systems, allowing patients and researchers to enter trial information directly in electronic diaries or online systems. They have adopted new scientific approaches, such as Bayesian techniques that enable them to refine their designs for trials from one stage to the next. They have improved their technological capabilities—especially connectivity—at clinical locations, enabling trial managers to keep tabs on the retention of patients and the progress of trials. And they have enhanced their ability to conduct trials worldwide by vastly increasing the pool of researchers and patients. They have also adopted more disciplined procedures for managing trials, in some cases borrowing techniques (including “stage gates,” which set firm deadlines for gathering data and refining the goals of subsequent stages) from product design.

Overall improvements in the performance of trials remain elusive, however, especially in the early stages. There are several reasons. First, many companies fail to coordinate trials across their organizations as well as they could, and the lack of cross-trial transparency can create delays when different trials compete for scarce resources. Second, many organizations have yet to embrace reusability by streamlining their approach to the design of trials; for example, certain components of the forms that guide researchers in trials could be shared and reused in other trials. Third, although EDC systems have substantially reduced the time required to gather data—to two weeks, in some cases, from 20—the first
<p>generation of systems was not always flexible or reliable enough to suit investigators’ needs. Fourth, verifying electronic data to ensure that they correlate with physical data (such as laboratory test reports) remains time consuming. Finally, the productivity measures some companies have implemented apply only to parts of the organization and thus fail to capture all of the potential benefits.</p>

In recent years, some leading companies have begun to ease the bottlenecks and raise productivity by revisiting IT systems to streamline the process further. Such efforts are most successful when companies take a comprehensive, “clean-sheet” approach, integrating their systems in a redesign of the whole trials program (Exhibit 1). The application of these principles has speeded up some trials by 10 percent or more. In addition, a number of companies have applied principles from lean manufacturing to these information flows, improving their throughput and reducing waste by redesigning their clinical trials processes, staff responsibilities, and technology. Certain companies have enhanced their speed, quality, and costs by focusing on getting the right data the first time, managing work flows to reduce bottlenecks, and making data more transparent across the entire clinical process.</p>

Through our work with these companies, we have identified four areas in information and process design that are ripe for improvements to make clinical trials faster and cheaper. **Planning.** Integrated planning of clinical trials improves the way resources (for example, clinicians and biostatisticians) are allocated to clinical teams. **Tools.** Modular designs and reusable components enable the rapid creation of electronic case-report forms. **Use of tools.** Physicians can be helped to use EDC tools more effectively through the provision of training and customer support, and the introduction of a standard interface. **Integrated architecture for information systems.** This will make trials visible to management from start to finish, and thus even more efficient, by eliminating bottlenecks.</p>

### Developing an integrated plan

Pharmaceutical companies design trials within individual therapeutic areas, but trials in all of them draw from a pool of shared functions. Coordinating these resources is not easy given the dynamic nature of the trials portfolio, the challenge of creating the right cross-functional teams from the shared pool, and the difficulties of recruiting investigators and patients. To complicate matters, program managers for trials often try to reserve more resources than they need in order to ensure that the actual requirements will be available. What is more, when trials are canceled, newly freed-up resources often are not redistributed efficiently to ongoing efforts. These factors can make the use of a company’s resources less than optimal, limiting its ability to initiate new studies or to complete ongoing ones quickly. Developing an integrated plan across therapeutic areas to address these issues can cut costs and speed up the completion of trials: one large company identified potential savings of $50 million to $150 million from improving the way it allocates resources across projects (Exhibit 2).

The transformation from ad hoc planning to an integrated approach requires a comprehensive program that addresses the cultural, process, and systems barriers to change. Five elements are vital.

1. **Support from senior managers,** who must insist, very visibly, on the use of standardized processes and systems.
2. **A common process,** that all project managers follow, for formalizing the way the company creates, approves, controls, executes, and ends trials.
3. **A flexible approach to planning** that enables project teams to plan at whatever level is clear to them—an entire program, a project within a larger program, or a bundle of tasks within a project.
4. **Forecasts of resource use based directly on project plans.**
5. **Common standards** for detailed descriptions of work activities that will help resources to be allocated more efficiently and specifically.

### Where the savings are

The business case for addressing planning barriers can be compelling.

<table>
<thead>
<tr>
<th>Single common plan of record</th>
<th>Reduction of unnecessary labor, external expenses, and wasted supplies</th>
<th>20–30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard processes</td>
<td>Increased efficiency of labor</td>
<td>10–20</td>
</tr>
<tr>
<td>Cross-project coordination</td>
<td>Reduced cycle times, more transparency across portfolio</td>
<td>10–60</td>
</tr>
<tr>
<td>Improved forecasting</td>
<td>More efficient planning, better capacity management</td>
<td>20–40</td>
</tr>
</tbody>
</table>

100% $50 million to $150 million
Designing trials rapidly through modularization

One result of integrated planning across therapeutic areas is that companies are beginning to standardize their processes and tools for designing and recording a trial, and for guiding the investigators who conduct it. Designing a trial begins with setting its aims (that is, what the researchers hope to prove about a new drug) and describing the type of patients and physicians it will require. The designers then work with colleagues—within the company and in partner organizations such as contract research bodies that help coordinate trials—to convert these aims into a series of documents, including the patient consent form, the list of laboratory tests to be conducted, and the case report form that physicians fill out during the trial.

Although there is a robust culture of independence among designers of trials, several factors are encouraging standardization and reuse. The first is the recognition that integrated planning helps make better use of the organization’s resources. Creating reusable modules that can be applied in a number of studies (for example, a standardized approach to designing and collecting data about a drug’s safety and any adverse effects) saves time in subsequent designs. Senior managers, recognizing this opportunity, are often strong advocates of the shift to modular design.

Second, the advent of EDC creates an incentive for designers of trials to modularize the process in order to minimize the cost of developing and integrating electronic case reports for each one. First-generation EDC systems created some unforeseen fixed costs. For example, before they were introduced, information was collected manually, so it was easy for the person recording it to spot and correct obvious errors early in the process. Programing EDC systems to identify these errors, through a series of checks, is time consuming and generates additional start-up costs for trials. Standardized error-checking modules, by contrast, allow such checks to be built once and reused many times.

Third, collecting data in a standard form makes it easier to perform analyses early in a trial. This in turn enables project managers to see initial findings more quickly and to make interim decisions about the rest of the trial.

Tailoring electronic data collection to investigators’ needs

Once the design is completed, the manager (often a contractor) must recruit and train investigators to undertake the trials. In most cases, the physicians who act as investigators have to balance competing demands: the extra effort required to carry out cutting-edge research with the need to devote sufficient time to manage a practice and care for patients. Conducting efficient clinical research trials is therefore a primary concern for investigators. Any improvement in efficiency will help pharmaceutical companies to sign up leading practitioners.

In recent years, investigators have become increasingly frustrated by EDC systems, which, they say, create more work than the old-fashioned pen-and-paper method did; sometimes, for the sake of reliability they have had to keep data both ways. Doctors and nurses also complain that they lack adequate training in the systems—a problem complicated by the fact that every company uses its own proprietary systems.

The pharmaceutical industry could improve its ability to sign up physicians by making data-collection systems more friendly to them in several ways. First, companies should gather and track physicians’ preferences in order to understand how they want to use electronic forms. They should then ensure that the systems are flexible enough to accommodate these preferences. If some leading researchers insist on staying with pen and paper, designers of trials must make sure that there is a solid process to convert the data to standard electronic forms (perhaps in a low-cost remote location).

Likewise, companies should standardize the way they collect data not only within their organizations but also across the industry (see sidebar, “A Sabre for pharmaceuticals?”). This move will shorten the learning curve for physicians as they will have to master the electronic-entry system once only.

Finally, companies should redefine an important factor in trials: the role of clinical-research associates. Currently, associates mainly monitor programs. Instead, they should become more active problem solvers who manage the relationship between the organization conducting the trial and the investigators. As part of this shift, their incentives should reflect not just the number of visits they make to sites but also their speed in recruiting patients and the quality of the data gathered.

Streamlined work flow and maximum trial visibility

The fragmented IT systems and data architecture of most pharmaceutical companies make it extremely difficult for managers to track productivity throughout a trial. Managers might be able to reduce bottlenecks in the availability of patients, for example, if they could see the patient-recruitment “pipeline.” But although they have access to the clinical-trials management system, information on patient recruitment is usually kept in a separate EDC system—or even on paper.

A single, real-time view of all the relevant data on trials could help...
companies to overcome these barriers. IT suppliers hope to provide more integrated systems, but the task may take a while. In the meantime, therefore, companies should continue to take a best-of-breed approach and invest in middleware tools that help to exchange data among systems. A "dashboard" that displays key metrics in a spreadsheet or some other easy-to-view form can also help managers to keep tabs on the bigger picture.

Even across a number of systems, companies must work to streamline and unify the way they manage work flows. Automated notification—such as alerts to warn when data entry has been delayed—is one example of how IT can help managers to coordinate projects to ensure that bottlenecks do not occur. Alerts could also help to trigger coordination across functions to keep processes moving without delays.

Finally, a standard interface can help companies to analyze and compile data received from a number of different partners that manage studies within a single program. Currently, each third party might use its own data standard. Standardizing within a company (and across the industry) could make it easier to exchange data and speed up trials.

Sam Marwaha (sam_marwaha@mckinsey.com) is a director in McKinsey’s New York office, where Navjot Singh (navjot_singh@mckinsey.com) is a principal. Samir Patil is a McKinsey alumnus.

1 Bayes’ theorem explains how to update or revise beliefs in the light of new evidence.
2 Enterprise project-management platforms are large project-management systems that enable companies to manage portfolios of projects more efficiently across a whole organization. Depending on a company’s needs and capabilities, such a system might be either a custom package developed by a single vendor or a combination of “best-of-breed” applications and tools.
3 At many pharmaceutical companies, systems for developing trials are fragmented into five clusters: systems to manage trials, to capture data, to manage data safely, to manage documents, and to manage projects and resources.
New drugs have to be clinically effective. But to be commercially successful, they also have to be mass produced safely and reliably in a form that ensures a consistent therapeutic effect. This technical-development process absorbs between 15 and 30 percent of the development costs of a typical small-molecule drug and even more in biologicals. Indirectly, it affects 50 percent of those costs if one includes, say, delivery of the supplies needed to run clinical and non-clinical trials.

Good technical development can improve the quality of products and manufacturing processes; lower costs, and get products to market more quickly. Innovations in technical development can also open up new therapeutic uses, extend the life of a patent, and help products win a distinctive market position. Yet many companies still struggle to manage their technical-development processes well. Indeed, we believe that the pharmaceutical industry could raise its profits by up to 20 percent if companies systematically pursued opportunities to reduce the costs and increase the revenue of technical development. A management tool known as the quality gate is key to reaping such rewards.

Identifying risk early

Technical development is a complex and cross-functional activity that must overcome manufacturing challenges, take account of quality assurance, intellectual property protection, and regulatory compliance, and address scientific and medical issues. The traditional management approach is reactive: when problems occur, cross-functional groups come together to find solutions. But the end result is often higher costs or launch delays.
Part of the problem has been that R&D managers give scant attention to technical development, often regarding it as an enabler rather than a driver of value creation and focusing solely on development speed. Even when managers do try to assess technical development, the highly specialized and science-based nature of the work makes evaluation difficult. The first indication of trouble often comes only when the technical-development team misses a critical project milestone.

Some companies are starting to do things differently. Quality by Design is a proactive, risk-based approach to technical development that helps identify potential problems before they occur, and puts mitigation strategies in place to ensure that the interests of all relevant functions are served quickly, smoothly, and cost effectively. At the heart of this new approach are quality gates, and the highly specialized and complex, costly, and time-consuming development process, and applied with pharmaceutical companies to manage the technical-development cycle of a new drug to assess whether it is ready for clinical trials, ready to start Phase II, ready for scale-up, and ready for commercial production (Exhibit 1).

How quality gates work

Quality-gate meetings are attended by key members of the project team and a management committee, often consisting of functional heads of chemistry, manufacturing, and controls (CMC), production, quality assurance, and regulatory affairs, and preferably also a senior business leader such as head of R&D. All functions need to be represented to ensure the meeting focuses on time, quality, and costs. Meetings should be designed using three basic principles.

1. They should be purposeful and proactive. This means they should add value for all participants: they are not a reporting exercise. The objective is to smooth progress towards project goals, both in the near and longer term.
2. They should be simple. Each gate should require the minimum necessary preparation.
3. They should be consistent and predictable. Gates should use the same evaluation criteria for all projects and progress should be tracked throughout the project using consistent metrics. In this way, information is easily accessible, comparisons can be made between projects, and those who perform the quality-gate reviews gradually develop a valuable sense of pattern recognition.

The process should be easy to follow and to communicate. Evaluation and target criteria should be clear and readily understood.

EXHIBIT 2
Evaluating progress

<table>
<thead>
<tr>
<th>Evaluation criteria</th>
<th>Process maturity</th>
<th>Process realisation</th>
<th>Product quality</th>
<th>Cost and quality optimisation</th>
<th>Regulatory/legal</th>
<th>CMC status</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process design</td>
<td>Process realisation</td>
<td>Product design</td>
<td>Product performance</td>
<td>Product-cost status</td>
<td>Quality by design</td>
<td>Deadlines for filing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Freedom to operate</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Risk assessment</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Schedule adherence</td>
</tr>
</tbody>
</table>

EXHIBIT 3
Traffic light coding

<table>
<thead>
<tr>
<th>Evaluation criteria</th>
<th>Consequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Status at current time</td>
<td>Technical development and clinical project leadership, risk mitigation strategies, and action plan</td>
</tr>
<tr>
<td>Current status meets all project goals and gating criteria are met</td>
<td>Technical development and clinical project leadership, risk mitigation strategies, and action plan</td>
</tr>
<tr>
<td>Current status does not meet gating criteria, but actions are in place that mitigate the risks</td>
<td>Technical development and clinical project leadership, risk mitigation strategies, and action plan</td>
</tr>
</tbody>
</table>
| There are significant gaps in CMC’s target state with attention not only to technical development but also to future cost (or process robustness) and potential quality or regulatory issues. Any deviations are identified quickly and appropriate remedial action is agreed. Importantly for the project team, assessing a project at a quality gate is not a lengthy process. A typical quality gate review takes less than half a day, and some companies use as few as four gates during the clinical-development cycle of a new drug to assess whether it is ready for clinical trials, ready to start Phase II, ready for scale-up, and ready for commercial production (Exhibit 1).

EXHIBIT 4
Warning signs

<table>
<thead>
<tr>
<th>Warning signs</th>
<th>Evaluation criteria</th>
<th>Quality gate 2 – ready for scale-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>API</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formulation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Packaging</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Process properties</td>
<td>1.1 Process options</td>
<td>1.1.1 Prerequisite to be met before definition</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Prerequisite to be met before definition</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Prerequisite to be met before definition</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Prerequisite to be met before definition</td>
</tr>
<tr>
<td>1.2 Validation map</td>
<td>No more than three规避, process flow, and all secondaries</td>
<td>No more than three规避, process flow, and all secondaries</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No more than three规避, process flow, and all secondaries</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No more than three规避, process flow, and all secondaries</td>
</tr>
<tr>
<td>1.3.2 Difficulty assessment</td>
<td>No more than three规避, process flow, and all secondaries</td>
<td>No more than three规避, process flow, and all secondaries</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No more than three规避, process flow, and all secondaries</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No more than three规避, process flow, and all secondaries</td>
</tr>
<tr>
<td>Starting material choice</td>
<td>No more than three规避, process flow, and all secondaries</td>
<td>No more than three规避, process flow, and all secondaries</td>
</tr>
</tbody>
</table>

EXHIBIT 3
Traffic light coding

<table>
<thead>
<tr>
<th>Evaluation criteria</th>
<th>Consequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Status at current time</td>
<td>Technical development and clinical project leadership, risk mitigation strategies, and action plan</td>
</tr>
<tr>
<td>Current status meets all project goals and gating criteria are met</td>
<td>Technical development and clinical project leadership, risk mitigation strategies, and action plan</td>
</tr>
<tr>
<td>Current status does not meet gating criteria, but actions are in place that mitigate the risks</td>
<td>Technical development and clinical project leadership, risk mitigation strategies, and action plan</td>
</tr>
</tbody>
</table>
| There are significant gaps in CMC’s target state with attention not only to technical development but also to future cost (or process robustness) and potential quality or regulatory issues. Any deviations are identified quickly and appropriate remedial action is agreed. Importantly for the project team, assessing a project at a quality gate is not a lengthy process. A typical quality gate review takes less than half a day, and some companies use as few as four gates during the clinical-development cycle of a new drug to assess whether it is ready for clinical trials, ready to start Phase II, ready for scale-up, and ready for commercial production (Exhibit 1).
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</tr>
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<td>API</td>
<td></td>
<td></td>
</tr>
<tr>
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</tr>
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<td></td>
<td>Prerequisite to be met before definition</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Prerequisite to be met before definition</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Prerequisite to be met before definition</td>
</tr>
<tr>
<td>1.2 Validation map</td>
<td>No more than three规避, process flow, and all secondaries</td>
<td>No more than three规避, process flow, and all secondaries</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No more than three规避, process flow, and all secondaries</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No more than three规避, process flow, and all secondaries</td>
</tr>
<tr>
<td>1.3.2 Difficulty assessment</td>
<td>No more than three规避, process flow, and all secondaries</td>
<td>No more than three规避, process flow, and all secondaries</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No more than three规避, process flow, and all secondaries</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No more than three规避, process flow, and all secondaries</td>
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<td>No more than three规避, process flow, and all secondaries</td>
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</table>
is delivered on time. Each function is responsible for evaluating progress in its own area of expertise. However, given the cross-functional nature of the work, other functions in the quality-gate team need to endorse each evaluation.

A smart mix of qualitative and quantitative metrics can effectively evaluate progress against defined targets without greatly increasing the workload of the teams involved. So, for example, a quantitative measure of process-design maturity, itself a sub-category of process maturity, would be the number of impurities in the formulation. Qualitative metrics are needed for areas that are less easy to define, such as “freedom to operate,” that is, whether a product infringes any patents.

The metrics are the same at each quality gate, though the targets are adjusted to reflect the different phases of development. A traffic light color-coding system then indicates the extent to which the project is on target, again using standardized definitions (Exhibit 3).

This coding system is applied to every sub-category of the evaluation criteria. Exhibit 4 illustrates this for process design, showing the current status of the active pharmaceutical ingredient (API), formulation, and packaging against certain targets. The warning signs here are that there is no map of the API value chain and solvent usage has not been analyzed.

Importantly, the metrics do not only record project progress to date, they also include an evaluation of the risks involved in taking the project forward to the next stage, and a perspective on how the manufacturing process will evolve towards commercial production standards. Thus, the quality gate encourages agreement about what needs to be done to fix existing problems and to reduce the likelihood of future problems.

The evaluations from all the various project areas are finally combined in a single chart, giving a clear overview of all aspects of the technical-development process, and showing at a glance where risks and problems lie and decisions need to be made. The chart effectively dictates the agenda for the quality-gate meeting (Exhibit 5).

Part of the value of the quality gate is the opportunity it gives participants to learn from the experiences of others on different projects. However, much of the value of the quality-gate process is often realized before the meeting. In the course of collecting the data needed for the quality gate, individual teams often start addressing problems they uncover straightaway. Individual, preparatory team meetings ahead of a quality gate are therefore important.

Some companies find it helpful to form a dedicated technical-development project office to provide logistical support for the quality-gate process. Ultimately, however, the success of quality gates depends upon those involved adopting a forward-looking, risk-based way of thinking about their work. Participants need to be comfortable with collecting and sharing data that gives a realistic overview of project progress. And, importantly, companies must raise the profile of technical development so that its value-adding role is recognized.

Pilot schemes will help. By using quality gates on one or two key projects with extensive management and administrative support, companies can fine-tune the process and successfully demonstrate the value of the new way of working.

Michele Holcomb (michele_holcomb@mckinsey.com) is a principal in McKinsey’s New Jersey office. Martin Møller (martin.moller@mckinsey.com) is a principal in the Copenhagen office. Paul Rutten (paul_rutten@mckinsey.com) is an associate principal in the Amsterdam office.
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1 The process has various other names, including chemistry, manufacturing, and controls (CMC); CMC development; process research; pharm sci; and chemical pharmaceutical development.
Recent research shows that clinical differentiation against the standard of care is the best indicator of a drug’s future commercial success. This finding is borne out by the high-profile failures of products identified as being insufficiently differentiated or as cost-inefficient by institutions such as Germany’s Institute for Quality and Efficiency in Health Care and the UK’s National Institute for Clinical Excellence, and by managed-care organizations. To win market acceptance as well as regulatory approval, pharmaceutical companies must develop drugs that are differentiated and conduct trials for them in a way that demonstrates their value convincingly.

We have coined the term “market-access-minded development” to describe a new way of crafting clinical strategies and designing trials. The crucial difference is that, as early as the beginning of Phase II, clinical teams start thinking beyond the endpoints, patient segments, and study designs that line the path to approval, and focus on value as well. Not all stakeholders will define value in quite the same way, but most seek evidence of better patient outcomes.

Characteristics of this new approach to development

A new way of conceiving clinical development will uncover the drugs bound for commercial success early on. Think value.

Matthias Evers

It will be more value-focused and forward looking. Delivering a specified efficacy after four weeks of treatment might be the right endpoint to choose as far as winning approval for a drug is concerned. But if the specification does not differentiate the drug against the standard of care at the time of launch, it will not help to make it successful commercially. Clinicians and their teams thus need to move beyond the “target product profile” to think through how the unmet needs of patients, physicians, and other stakeholders can be met, and to design trials that reveal what added value the drug can deliver. It is therefore important not to tweak the profile to suit the clinical data, but regularly to check that it still reflects stakeholders’ needs. Because these needs evolve, and are likely to differ by region and perhaps country, a clear definition of desired patient outcomes and cost effectiveness needs to be part of the traditional approach to building a target product profile.

It will be more targeted and front-loaded. Clinical teams will apply patient outcomes, cost-efficiency and economic milestones early in development, that is, before they initiate more expensive late-stage Phase III trials. Just as “key opinion leaders” from science are currently involved early in development, so key opinion leaders from the realm of health economics (such as health economists...
from academic institutions) will be brought in to assess and communicate the cost effectiveness of a new drug. Their expertise, as well as the clinical team’s creativity, will deliver innovative clinical strategies that characterize a drug’s potential value to patients during proof-of-concept trials and in Phase II.

It will be more rigorous. Instead of relying on a tiny group of senior experts who “just know” from experience what trial designs to pursue, market-access-minded clinical development is more rigorous and systematic. It is structured in four steps: define which of a drug’s claims are the most valuable to prove, identify the most suitable patients, define the most relevant endpoints, and deploy the most cost-efficient design.

It will be more cross-functional. Clinical strategy and trial design are often considered the home turf of the senior brand clinician. In the new world, clinical strategy and trial design will become a more cross-functional effort involving a broader group of experts: pricing and reimbursement specialists to provide the payor’s point of view, health economics and outcomes researchers to advise on the endpoints that demonstrate cost effectiveness, marketing experts to give the customer’s perspective, modeling and simulation specialists and biostatisticians to indicate the most suitable patients and cost-efficient designs. The composition, modus operandi, and performance management of the clinical-project team as well as individual job profiles will increasingly need to guarantee such cross-functionality.

In summary, market-access-minded development is value-driven. Right from the outset, when clinical trials are set up to demonstrate proof of concept, development and clinical teams must think beyond the underlying scientific mechanisms and consider how to generate early insights into the way the compound might address patient needs. Armed with such insights, the clinical strategy can be crafted to focus on value in a single indication and across indications. Execution plans for the likely more extensive Phase II trial programs will also focus on value, while simultaneously maximizing speed and mitigating risks. Though this might lead to higher costs and attrition in Phase II, it should facilitate the demonstration of better value in Phase III, yielding data that can be used immediately to negotiate and achieve market access.

Obstacles which tend to get in the way

It is challenging to transform the way pharmaceutical companies develop drugs, shifting their focus away from achieving approvals to creating value and marketable labels. One impediment is the scarcity of people who excel at clinical strategy and trial design. Even leading companies rely on a very small group of experts whose skills are based on experience and pattern recognition. So far, their abilities have not been codified into a rigorous approach that would support less experienced co-workers. There is little or no training to turn potential into proficiency, and too much reliance on the copying and pasting of supposedly proven designs instead of learning from mistakes and innovating.

Other barriers are cultural and organizational. They include an ingrained habit of focusing on clinical parameters rather than value, risk aversion (it is easier to replicate trials with endpoints that have led to registration in the past than to work on new designs), functional silos, and a poor interface between development and commercial. Clinicians’ reluctance to accept that cross-functional efforts are now essential, and a shortage of capabilities in emerging disciplines such as health economics, outcomes research, and the gathering of payors’ views, are further inhibiting factors.

There are no instant solutions: development leaders need to think systematically about all the functions and departments at the interface between development and commercial, and ask what needs to change in order to shift their company’s approach from a focus on approval to a focus on patient and broader stakeholder value. Cultural change is likely to be necessary, as are new capabilities.

Convincing in-house success stories help to break the mould. We urge managers to start by conducting pilots with selected (early) project teams. When high-profile teams embrace market access as an additional challenge and demonstrate the benefits of the new approach, it becomes easier to initiate more fundamental and widespread change.

Matthias Evers (matthias_evers@mckinsey.com) is a principal in McKinsey’s Hamburg office.
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In response to concerns about patient safety, pharmaceutical risk-management programs in the United States have become increasingly stringent. Since March 2008, the Food and Drug Administration (FDA) has required manufacturers to submit a risk evaluation and mitigation strategy (REMS) to manage known or potential safety risks related to certain drugs based on available safety data, and thus to help ensure a drug’s benefits outweigh its risks. As a result, pharmaceutical companies need to make changes across their organizations, paying more attention to safety at each stage of drug development and building new organizational capabilities.

But the regulatory environment is still evolving. Although the FDA has established a broad framework for risk management, many details have yet to be settled. It is still unclear, for example, how the level of risk is decided. And larger issues, such as how best to measure the impact of a REMS, have not been addressed. Moreover, while patient safety remains the paramount goal, it is important not to overburden the health care system, or to prevent some patients from receiving potentially life-saving drugs.

Drug companies need to make organizational changes to meet the latest patient safety regulations in the United States. But as the regulations evolve, companies will also need to work openly with all stakeholders to ensure the right outcome.

Maria Gordian and Richa Pande

A brief history of pharmaceutical risk management

Regulatory risk-management programs are by no means new. However, the trend has been towards broader and tighter regulation.

In 2004 and 2005, more than 20 drugs were withdrawn from the US and European markets following a wave of injuries and deaths that were blamed on new prescription drugs. Many lawsuits ensued, and public officials, including legislators and the FDA, came under intense public pressure to place more emphasis on drug safety.

Prior to 2005, risk-management programs were implemented on an ad hoc basis. Mitigation consisted largely of education programs and changes to product
labeling, although occasionally distribution was restricted too. Clozapine’s “no blood, no drug” program in 1990, for example, required schizophrenia patients to register for blood tests to monitor the risk of leukopenia and agranulocytosis.

When studies revealed that the existing risk-mitigation programs were not effective, the FDA took steps to standardize and improve them further, issuing its guidance on risk-minimization action plans (RiskMAPs) in March 2005. RiskMAPs consisted of three elements: targeted education and outreach programs; reminder systems, which were essentially more elaborate education programs; and performance-linked access systems or restrictive-distribution programs.

Safety concerns and public and political pressure continued to mount, however, and the FDA now imposes REMS requirements on those drugs it feels warrant tighter safety assessment and management. According to one of its Senate sponsors, the REMS legislation is intended “to ensure that drug safety is not an afterthought but an integral part of the process throughout the life of a drug.” Exhibit 1 shows the various potential REMS requirements: an approved medication guide; a communication plan for health care providers; elements to assure safe use, such as physician training and certification, and patient education; an implementation plan; and a timetable for assessment of the REMS.

Since implementation, about 25 percent of new molecular entities (NMEs) and novel biologics, and dozens of marketed products, have received REMS requests from the FDA. Between January and June 2009, however, about 45 percent of the 38 new products approved were required to have post-market commitments, indicating that the proportion of products requiring a REMS is likely to rise.

REMS requirements can have implications for everyone in the pharmaceutical value chain. The fact that certain medicines might be available only through certified physicians and pharmacies could prove problematic for patients living in remote areas or with limited access to the health care system. Pharmacists might have to seek additional certification and provide more patient education, and some might need to comply with risk-management plans aimed at helping to prevent drug abuse and overdose. Physicians who wish to prescribe certain drugs might also need to obtain additional certification, spend more time educating patients, and adhere to restrictions on which patients can receive some treatments. Even the FDA faces challenges, trying as it is to meet its expanded responsibilities with limited resources and budget.

For their part, pharmaceutical companies must now develop more sophisticated programs to communicate with all those who prescribe, dispense, and administer a drug with REMS requirements, and manage and monitor them too. But their approach to risk management will have to extend far beyond this.

**Organizational change**

To operate efficiently and effectively in the new REMS environment, pharmaceutical companies will need to adopt new decision-making and management processes, adjust their organizational structures, and develop new capabilities for managing risk from early development through to post-loss of exclusivity (LOE). Specifically, they should:

**Anticipate and identify possible safety risks, and communicate early with the FDA**

Companies should be able to forecast if their drugs will be subject to REMS requirements—there should be no surprises. Identifying potential safety risks early in development must become a habit, as must managing those risks. If a drug seems to be causing elevated liver enzyme levels in early development, for example, every effort should be made to collect the data that explains the problem and to share it with the regulator, not only to demonstrate adequate diligence but also to address properly any concerns about the potential frequency and severity of safety events. By sharing data with regulators earlier and more frequently during development, companies will be able to help shape the understanding of a drug’s risks and benefits, and whether a REMS might be required. They might even find that the targeted clinical profile of the drug changes so that it can be used in certain circumstances where it is recognized that the risks outweigh the benefits. Furthermore, companies will be able to avoid situations whereby the FDA imposes new trial requirements late in the development cycle, creating unforeseen delays and costs.

**Build efficient REMS-management processes**

Companies need to establish efficient management processes not only to meet FDA requirements promptly—they have 30 days to produce a medication guide, for example—but also to prevent any costly launch delays. Although some requirements can be satisfied only on a case-by-case basis—new clinical trial requirements, post-marketing studies, or surveillance programs, for example—others, such as the writing of medication guides, can be met by standardized processes that will speed compliance, lower expenses, and improve safety.

**Incorporate safety, risk-evaluation, and risk-mitigation considerations at every stage of a product’s life cycle**

While the FDA typically imposes REMS requirements when a product is approved or when new safety data becomes available for a product already on the market, risk evaluation and mitigation should inform key decisions throughout the life cycle of a drug. Actively addressing safety concerns raised by any preclinical or clinical data should be a priority, and key development decisions (including go/no-go choices, safety and efficacy endpoints, and clinical trial design) should all be considered from a REMS perspective. A company’s medical, science, regulatory, legal, and commercial teams should all be involved. Exhibit 2 describes the triggers that should prompt team action. In early development, for example, knowing that a mechanism of action has safety issues or that other products in the same class have

---

**EXHIBIT 1**

**Potential REMS requirements**

<table>
<thead>
<tr>
<th>Requirement Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication guide</td>
<td>Leads to patients with the risks and benefits of the medication. Distributed by the pharmaceutical when a prescription is filled.</td>
</tr>
<tr>
<td>Communication plan</td>
<td>Educational materials for health care providers to support REMS implementation, for example, letters, advertisements in trade journals, reminders to professional societies.</td>
</tr>
<tr>
<td>Elements to ensure safe use</td>
<td>Active management of safety risks including: – Prescriber education and certification – Dispenser certification – Dosage instructions for example, given only in hospitals – Dispensation to patients only with evidence of safe-use conditions (for example, laboratory test results) – Patient monitoring – Patient registry</td>
</tr>
<tr>
<td>Implementation plan</td>
<td>System to monitor, evaluate, and improve implementation of “Elements to ensure safe use”.</td>
</tr>
<tr>
<td>Assessments</td>
<td>Reports to the FDA on the implementation and effectiveness of REMS at least 18 months, 3 years, and 7 years post-REMS approval.</td>
</tr>
</tbody>
</table>
REMS requirements should trigger the collection of more data. It should also prompt discussions with regulators as early as Phase II or III to make sure there is agreement on what data might be required to establish the product’s safety profile. Similarly, new safety signals as a result of pharmacovigilance or post-marketing studies might prompt a REMS requirement at extremely short notice, so companies need to be prepared to meet tight deadlines and avoid civil penalties.

Understand the financial implications

A REMS will affect budgeting decisions and commercial value. Companies therefore need to factor it into their revenue forecasting, product-development investments, and the costs related to product launch, sales, marketing, and post-marketing. REMS-related costs and revenue implications also need to be considered when valuing assets for portfolio prioritization, and for licensing and acquisition purposes.

Develop new capabilities

Most companies will need to acquire new capabilities so that they can respond quickly to and manage REMS requirements, mine internal and external data more thoroughly for earlier warning signs about risks, and continuously monitor and assess risk-management programs both for reporting purposes and to improve them. While the delays and costs associated with these efforts might be particularly onerous for smaller companies, every company will need the capabilities required for risk management, from product development to commercialization.

Regulatory work in progress

The new REMS regime is still work in progress. Operational aspects are being worked out as the FDA and industry together decide the best way to meet REMS requirements. Companies are currently required to lay out detailed plans, which the FDA will then approve. But with time and experience, it is likely that there will be greater clarity and guidance on what constitutes best practice.

For the time being, there are many unanswered questions. How, for example, can the success of a REMS be measured? Is it feasible to collect and analyze data in a way that will reveal what works and what does not and to modify programs accordingly? And how should “success” be defined if restricting access to certain medicines for safety reasons denies life-saving treatments to patients prepared to make a different cost/benefit trade-off?

Thought also needs to be given to how safety can be improved without overburdening the health care infrastructure. The FDA is sensitive to practitioners’ concerns about having to comply with different companies’ REMS for drugs in the same class, and so has been considering whether a single, class-wide REMS might be appropriate for extended-release opioids. To help it in its deliberations, it has called for a series of meetings with different stakeholders to discuss the possible implications, including how competitors might work together to develop a common REMS; the IT infrastructure required to support a REMS that would cover more than 20 million prescriptions a year; how its effectiveness would be measured; and who should be responsible for operating the REMS program.

It is in these kinds of communications between all stakeholders that pharmaceutical companies have an important role to play. With so much data at their fingertips, they are an essential participant in discussions aimed at improving the safety of medicines, understanding the risk/benefit trade-offs, and managing those trade-offs. Pharmaceutical companies can and should take the initiative whenever possible to facilitate the open exchange of information, actively participating in debate and, when appropriate, themselves bringing together stakeholders by convening round-table or working sessions. The aim is to establish a transparent process whereby all stakeholders work towards shaping the right regulatory outcome—an effective approach to ensuring patient safety.

Maria Gordion (maria_gordion@mckinsey.com) is a principal in McKinsey’s New York office and Richa Pande (richa_pande@mckinsey.com) is a consultant in the New Jersey office.

EXHIBIT 2

<table>
<thead>
<tr>
<th>Safety triggers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time phase of product development</strong></td>
</tr>
<tr>
<td>Early development</td>
</tr>
<tr>
<td>Clinical development</td>
</tr>
<tr>
<td>Post-Launch</td>
</tr>
</tbody>
</table>

1 New drug application
More than 90 percent of compounds that enter Phase I trials are destined to fall out of the development pipeline, making drug failure a headline issue for the pharmaceutical industry, academics, analysts, and drug regulatory authorities. Attrition rates of this magnitude are the single biggest cause of the industry’s R&D productivity challenge.

Many companies have made concerted efforts to cut attrition rates (see sidebar, “Cutting the losses”), and much research has been conducted to explain why it continues to be so high. In 2006, for example, McKinsey research showed that almost half of all failures in Phase III were due to a lack of demonstrable efficacy of a drug compared with a placebo.

Research tracking the attrition rates of more than 3,000 compounds in each phase of development reveals recent drug failure trends.

Navjot Singh, Rodney Zemmel, Maria Gordian, and Áine Denari

Overall clinical success rates have worsened in the past 12 years

Across the industry, the success rate of drugs has fallen, mainly because of the rising level of attrition in Phase II.

Higher attrition in Phase II is the main reason for declining success

As the exhibit shows, attrition during Phase I has been relatively stable. After a dip earlier in the analysis period, success rates in Phase III are now recovering, leaving attrition in Phase II as the single biggest reason for declining success. Outside-in analysis suggests a 16%
The approaches that companies are using to reduce attrition rates fall into four main categories:

A better understanding of the causes of failure
Companies have invested in developing internal databases that track in great detail the history of compounds, pinpointing when they failed and why. These databases have proved effective in helping companies understand the root causes of failure and to take corrective action—for example, by changing milestone-driven guidelines and introducing new assays. This input also provides useful feedback to discovery scientists who design new molecules.

Earlier identification of drugs likely to fail
Scientists in the biopharmaceutical industry understand that attrition is part of development. The primary strategy of most biopharmaceutical companies has therefore been to identify at an early stage those drugs that are likely to fail, and to stop their development and avoid wasting money. There are three ways companies are pursuing this.

First, companies are investing in more small-scale in vivo and in vitro testing in late discovery to screen out compounds, especially those that might have toxicity issues. By contrast, efficacy biomarkers have been moderately successful because of difficulties in human predictability.

Second, companies are increasingly pursuing high-throughput, early clinical-screening strategies to enable faster and more efficient clinical screening to test for efficacy in patients. These techniques include adaptive clinical-trial designs and early patient testing, and the building of infrastructure to enable faster patient screening.

Third, companies have enhanced their governance models and team structures. Over the years, governance has become the focus of efforts to improve the survival rates of candidate compounds. Companies have improved their decision-making processes, governance philosophies, governance architecture, and the tactics and operations of governance.

Finding alternative uses for drugs
Ultimately, of course, launching a drug is more valuable than stopping one that is likely to fail. It is vital therefore to explore alternative indications for a candidate drug that fails in the primary indication, as long as the exploration is justified. Many companies have tried to systematize searches for alternative indications. Some, for example, have created groups that look for common pathways in the discovery phase, others focus on clinical investigations.

Modifying portfolio strategies
The choices that companies make in relation to their portfolios are one of the most important ways of reducing attrition. There are four that companies typically consider.

The balance of proven and unproven mechanisms in the portfolio. Even though the expansion of target space in the clinic has been minimal, the attrition rate of unproven mechanisms is almost twice that of proven mechanisms. What ultimately matters is meaningful clinical differentiation. How best to balance proven and unproven mechanisms in the portfolio remains a much-debated topic, and different companies have arrived at different conclusions.

The number and diversity of back-up candidates. Advances in high-throughput screening have made it easier to identify hits, but decisions about the diversity of hits, and the timing of the back-up, are critical and can have significant impact on overall program survival.

How to balance spending on life-cycle management and label expansion against investments in new molecular entities. Whilst the exact balance will differ by company, many have increasingly focused on life-cycle management and label expansion in response to increased regulatory stringency.

Whether to move move away from the industrialized model for R&D. This model linked a set annual number of drug candidates with incentives and bonuses. The alternatives are a new model of proof of concept, or a model that calls the number of preclinical candidates in the hope that only those with the best chances of success will be advanced.

percent decrease in Phase II survival since 1997, leading to a survival rate of 33 percent in 2007. Internal analysis of some companies suggests a Phase II survival rate of between 15 and 20 percent, particularly when survival rates are assessed by indications (although indication attrition is not always fully reported publicly).

Causes of Phase III failures are shifting
Our previous research into drug failures in Phase III identified lack of efficacy compared with a placebo as the main reason. This continues to be the single biggest cause of failure across the industry, as illustrated in Exhibit 3, and remains a significant opportunity in terms of reducing attrition rates—failures due to lack of efficacy in Phase III should be negligible if Phase I and Phase II trials are conducted well.

However, further disaggregation of failures across five-year periods reveals three more interesting findings (Exhibit 4). First, the number of failures due to lack of efficacy compared with a placebo is falling. Second, despite a number of high-profile Phase III failures owing to safety concerns, the relative fraction of such failures as a percentage of the
total has remained stable. However, it is worth noting that the number of failures in Phase III arising from safety concerns that confirm doubts raised earlier in development has increased. This could imply that the industry is getting better at spotting potential risks in earlier phases, but that it fails fully to evaluate the safety-risk benefits, leading to more expensive failures later in development.

Third, the number of failures due to lack of commercial differentiation has risen slightly during the past five years—an increase probably driven by the higher demands of payors and access agencies. However, the question remains whether these failures could have been avoided by Phase II trials that better reflected a clear understanding of customer needs.

Success rates have fallen in most therapeutic areas
Although the sample size is relatively small because of the limitations on establishing root causes of failures from the outside-in, it would appear that success rates in most therapeutic areas (TAs) have declined. The average decline is 4.5 percent (Exhibit 4), but the figure varies by TA. For example, oncology success rates have dropped by 3.2 percent and endocrine by 13 percent. Only cardiovascular success rates have risen, and these by just 3 percent.

A dramatic decline in the relative success of partnered and in-licensed compounds
Compounds developed in partnerships were once the stars of drug development, far exceeding the success rates of those originated internally (Exhibit 5). Although partnered compounds still outperform “organic” compounds, the gap has shrunk. Now, the success rate of partnered projects is 38 percent higher than that of organic ones, compared with almost 150 percent higher 12 years ago. The biggest pharmaceutical companies seem to achieve similar results in both categories—a quite different story from 12 years ago, when their partnered compounds had a 72 percent higher success rate than their organic compounds. The shrinking gap no doubt partly reflects the efforts made by many companies to manage their internal portfolios more rigorously.

---

**EXHIBIT 3**

**Causes of failure in Phase III**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficacy versus placebo</td>
<td>Failed to demonstrate efficacy compared with a placebo</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>Safety versus placebo</td>
<td>Safety issues raised in earlier trials or seen in similar class of on-market compounds</td>
<td>8</td>
<td>27</td>
</tr>
<tr>
<td>Confirmation of early safety concerns</td>
<td>Unable to determine cause of safety failure from outside-in</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>Unclassifiable</td>
<td></td>
<td>24</td>
<td>23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Given similar efficacy profile, failed to demonstrate superior efficacy compared with active comparator</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Given similar efficacy, failed to demonstrate superior safety compared with active comparator</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1 Number of drugs in sample.
Source: EvaluatePharma; Pharmaprojects; Factiva; literature search; McKinsey analysis

**EXHIBIT 4**

**Shifting patterns**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficacy versus placebo</td>
<td>15</td>
<td>53</td>
<td>49</td>
</tr>
<tr>
<td>Safety - confirmation</td>
<td>2</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>Safety - unclassifiable</td>
<td>27</td>
<td>22</td>
<td>8</td>
</tr>
<tr>
<td>Differentiation efficacy</td>
<td>18</td>
<td>24</td>
<td>27</td>
</tr>
<tr>
<td>Differentiation safety</td>
<td>7</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>

1 Number of drugs in sample.
Source: EvaluatePharma; Pharmaprojects; Factiva; literature search; McKinsey analysis

**EXHIBIT 5**

**Shrinking gap**

Dramatic decline in the relative success of partnered and in-licensed compounds

<table>
<thead>
<tr>
<th>Success rates Phase I-Launch</th>
<th>1990 to 2007</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organic</td>
<td>Partnered2</td>
</tr>
<tr>
<td>1990-97</td>
<td>3.8</td>
</tr>
<tr>
<td>98–99</td>
<td>6.5</td>
</tr>
<tr>
<td>2000–01</td>
<td>9.81</td>
</tr>
<tr>
<td>02–03</td>
<td>11.4</td>
</tr>
<tr>
<td>04–05</td>
<td>10.5</td>
</tr>
<tr>
<td>06–07</td>
<td>13.3</td>
</tr>
</tbody>
</table>

1 For all therapeutic areas except formulation; using 90% assumption for regulatory/launch success.
2 Partnered compounds include those with a partnership of any sort during the given phase of development.
Source: Pharmaprojects; McKinsey analysis
Methodology

We conducted an outside-in analysis of pharmaceutical R&D attrition rates in the past 12 years, tracking the phases of more than 3,000 compounds in development between 1996 and 2007. Our research concentrated on orally ingested, small-molecule drugs (excluding biologics such as vaccines) produced by large pharmaceutical companies, using Pharmaprojects data rather than companies’ self-reported data.

We defined a drug as having “failed” if the trial ended early (but excluding those that ended early because of strongly positive results), or if the trial failed to produce the results that would ensure drug approval. We analyzed the cause of failure for those drugs for which there was sufficient public information available, considering their efficacy and safety (as compared with placebos), and comparing them with similar drugs already on the market. Our Phase III analysis consisted of outside-in investigations to assess the causes of failure: analyst reports, press releases, and other sources of public information. A panel of clinical experts reviewed our material to ensure we had interpreted the data correctly. Though this data set is limited, we believe it to be more robust than the internal information on trial failures available at any single pharmaceutical company.

The analysis only begins tracking phase success of a compound after the compound enters Pharmaprojects, rather than including it as a success in earlier phases. This avoids over-counting the number of successes and undercounting the number of failures in earlier phases. Each phase of each project was tracked and analyzed independently based on the year it ended that particular phase (the phase “exit year”). By tracking phases rather than full projects, we were able to look at composite attrition numbers for the industry that reflect what has been happening quite recently. This allows for a more detailed assessment of trends over time than can be achieved by other analytical approaches, which tend to be limited in sample size.

The analysis highlights trends in R&D attrition rates, but also looks at the impact of other factors such as therapeutic area (TA), company size, technology, and licensing status.

Historical in nature, the analysis makes no attempt to predict future trends, which are driven by factors not easily modeled on the basis of historic data, including regulatory changes, portfolio decisions, market access issues, and scientific evolution. Benchmarking at the TA level within individual companies (or even entire small companies) is not always meaningful because of low sample size.

Navjot Singh (navjot_singh@mckinsey.com) and Maria Gordian (maria_gordian@mckinsey.com) are principals in McKinsey’s New York office, where Rodney Zemmel (rodney_zemmel@mckinsey.com) is a director. Áine Denari (aine_denari@mckinsey.com) is a consultant in McKinsey’s Dublin office.

The authors would like to thank Carla Zwaanstra, Susan Waters, Kendra Buzzell, Kenneth Yoon, C.J. Pavia, Kristoffer Famm, and Tony Tramontin for their contributions.

Few industries have a more complex value chain than the pharmaceutical sector. From the first stage of discovery to commercial launch, the R&D process is long (from 11 to 14 years per drug, on average) and expensive (from half a billion to a billion dollars per drug). To cover the costs, pharmaceutical manufacturers traditionally rely on a few blockbuster compounds to make up for the underperformers.

But the blockbusters are few and far between. Research has shown that only about 30 percent of compounds entering the market recover their risk-adjusted cost of R&D.¹

Why do so many branded drugs fail commercially? And what distinguishes the few that succeed? Companies have various theories. Some will point to the level of unmet needs being addressed, others to competition from branded drugs and generics. Many believe that the novelty of a compound’s mechanism of action (MOA) is the critical factor. Yet few in the industry have studied the question explicitly.

The findings have important implications for a wide range of R&D, commercial, and business-development activities, both for compounds in development and for those being launched. Post-launch failures are bound to occur sometimes. But by understanding what drives commercial success and so directing resources more effectively, the industry as a whole—and certainly individual companies—can, we believe, achieve commercial success more than 50 percent of the time.

Understanding commercial success

Pharmaceutical executives need a better understanding of the variables that determine the success or failure of product launches. We analyzed six potential drivers of success.

1. Differentiation with respect to the standard of care in three areas: safety, efficacy, and convenience

Despite the long development process, more than two-thirds of new drugs launched on the market are commercial failures. Recent research uncovers what distinguishes those that succeed.
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2. Novelty of the drug’s MOA, that is, a binary assessment that depends on whether a commercial product with the same MOA exists at the time of launch.

3. Market size at time of launch, measured as the sum of all sales of drugs for a given indication, along with an estimate of future growth.

4. Competitive intensity at time of launch, including the number of patented competitors, the number of competitors in the pipeline, and the market share of generics.

5. Unmet medical or market need, assessed in the same three areas as differentiation: safety, efficacy, and convenience.

6. Period of exclusivity, or the amount of time until generic competitors can enter the market.

We analyzed these variables for 50 compounds released between 1997 and 2000 (see sidebar, “Methodology”). We then performed a regression analysis to identify the most important ones.

Two variables—differentiation and market size—predicted the success or failure of all the compounds examined. Differentiation alone predicted the fate of 77 percent of the compounds, while market size accounted for the remaining 23 percent. The other variables were statistically insignificant.

As shown in Exhibit 1, all ten of the drugs judged to be highly differentiated that were launched in moderate to large markets were successful—that is, they were among the 25 with the highest net present value of the compounds we studied.

All the successful drugs reached annual sales of $550 million, and most topped $1 billion. Even in small markets, ten of the 14 differentiated compounds were successful; the only exceptions were four compounds that, despite being targeted at a large market, ended up with narrow labels restricting them to niche segments.

All 11 products that lagged behind the standard of care in any way were failures, regardless of the market size. One drug was approved and launched for the treatment of serious bacterial infections and exhibited life-saving potential for some patients who did not respond to the standard of care at the time of launch. Yet the compound failed because of a poor safety profile (severe cases of inflammation and pain). Similarly, a hyperlipidemia drug failed because it displayed lower efficacy than Lipitor, even though it was safer by some measures (including lower risk of LFT elevation).

Another product was launched with the goal of creating a market for a drug that expedited flu recovery. The drug was effective—the average recovery period fell from five days to three—and even offered potential for off-label use for flu prevention during the flu season. However, it failed to meet the standard for convenience. Two chemicals, the active ingredient and lactose, needed to be placed in an inhalation device before intake.

Additionally, we found that new entrants need to exceed the standard of care only slightly to achieve success. Products that are highly superior to incumbent compounds in safety, efficacy, or convenience do not have a proportionately higher chance of commercial success.

An examination of the undifferentiated products yields a surprise. All successful drugs in our data set of undifferentiated drugs serve large primary-care markets. Why? We believe one reason is that specialist physicians tend to make more discerning recommendations than their primary-care counterparts. Those drugs that simply match the standard can succeed, therefore, provided they address large, primary-care markets and are marketed carefully. In addition, primary-care markets tend to be large enough to allow for well designed promotional campaigns to exploit fine distinctions between different segments of the market.

Why were the other variables insignificant? We can offer rationales for each.

- The number of competitors is less important than how high a bar is set by the standard of care, and hence what the company must do to exceed it.

- We found no correlation between generic market share and success rates of new entrants; differentiated products succeeded even in markets with strong generic share, reflecting payors’ willingness to pay a premium for differentiation.

- Unmet needs that are not addressed by the new drug are irrelevant; the needs that are addressed are (at least partially) captured under differentiation.

- Although success rates were greater in markets with higher growth, the difference was statistically insignificant, probably because good brands can take market share from competitors even in stagnant markets.

- While patent duration will correlate to lifetime profitability, it does not affect the success of a launch, which is determined in the first few years.

We found no correlation between differentiation and MOA. We expected to find that compounds with a novel MOA would be more likely to be differentiated relative to the standard of care. However, among the 25 drugs with a novel MOA, only 12 are differentiated—the same number of differentiated drugs as there are within the group of 25 with a proven MOA (Exhibit 2). More surprisingly, a larger percentage of drugs turned out to be commercially successful in the group with the proven MOA than
in the group with a novel MOA (60 percent versus 40 percent).

**Misplaced energy**

Limited understanding of what drives commercial success means energy and resources are misallocated. For example, instead of focusing on defining the current and emerging standard of care, and on outlining a path to differentiation for clinical teams, much effort often goes into sales forecasting—even though the correlation between predicted and actual sales is poor—and the novelty of a compound’s MOA.

When developing target product profiles (TPPs), companies often rely strictly on detailed market research, which frequently exaggerates the level that the new product must achieve to be successful. In addition, some companies invest time in developing a lengthy list of variables for their TPPs, even though many of these are unimportant to physicians.

Finally, limited understanding can result in poorly designed clinical trials. For example, development teams often do not incorporate external comparators (especially the drugs that are the standard of care) in Phase II and III trials, fearing that their compounds will not stand up well to them. While this might be wise in some cases, some drugs destined for small, specialized markets would benefit from the comparison in clinical trials.

Similar problems crop up in commercial activities. In evaluating in-licensing candidates and acquisition opportunities, business-development teams often spend a lot of time discussing variables that have little influence on commercial success.

Commercial resources dedicated at the time of launch, and the expectations communicated to shareholders, are often poorly aligned with the chance of commercial success. Even compounds that are known to be inferior to the standard of care (on any one dimension—safety, efficacy, or convenience) get launched as long as they are approved. Sometimes this is understandable given sunk costs: it can pay to launch drugs that are likely to generate positive returns from that point forward. But failing to deliver on expectations communicated at the time of launch is not received well by financial markets.

Moreover, an uncertain understanding of the value of differentiation causes some companies routinely to put off lifecycle management projects in favor of developing new chemical entities.

Finally, where companies do not apprehend the commercial risk, they also sometimes fail to understand adequately the risk to future cash flows—the enterprise risk. A solid understanding of the enterprise risk posed by some critical, late-stage assets is an important factor in capital structure decisions, such as the optimal debt-to-equity ratio to maximize shareholder value.

**Methodology**

We began our research with all 137 compounds launched from 1997 to 2000. We filtered this list to exclude orphan compounds, non-NCEs (for example, reformulations), and drugs developed by small manufacturers, leaving a sample of 94. Using an NPV analysis, we then identified the 25 top performers (all of which had sales of at least $550 million; 23 had sales of more than $1 billion) and the 25 bottom performers (all had sales of less than $200 million). For those 50 compounds, we rated five potential drivers of commercial success on a one-to-five scale, from “substantially inferior” to “substantially superior.” The ratings were based on two or three expert interviews for each drug and external research. To standardize the quantitative responses from experts, we were explicit in our definitions of each driver. In most cases, the expert evaluations were consistent with external articles. In the few cases where there were disagreements, we supplemented the assessment with additional interviews. Our conclusions are based on the clinical judgement of these experts. We then conducted a regression analysis to assess the relative importance of the potential drivers. We first chose the single variable that helped explain the largest number of successes and failures, then added variables sequentially to show the greatest possible incremental gain in prediction. We stopped adding variables when a sufficient number of compounds were correctly described.

We used logistical regression instead of linear regression, mainly because the former does not permit probabilities to be less than zero or greater than one. The resulting equation from the regression analysis predicts a probability of success, which we then translated to “success” and “failure” depending on the range of value (Exhibit 3). The analysis also demonstrates the law of diminishing returns: that highly differentiated compounds do not have a substantially higher probability of success than those that are only marginally differentiated relative to the existing standard of care (Exhibit 4).

**Implications**

Understanding what drives commercial success suggests a clear set of actions for executives.

Companies should emphasize clinical differentiation rather than mechanistic differentiation. This requires simple tools that can help summarize
the key differentiating attributes, and so drive the debate around differentiation. Understanding differentiation should take priority over forecasting, managed-care strategy, pricing, a detailed launch plan, and life-cycle strategy, especially prior to proof of concept.

In addition, for compounds for which efficacy results are available (typically after Phase IIa), an appropriate commercial risk factor should be added to the technical risk of failure to increase transparency into the impact on future cash flows.

In early screenings of several possible in-licensing candidates, business development could focus more on understanding differentiation relative to the standard of care at the time of launch, and on the market size. (A longer list of attributes is more commonly the focus of extensive discussion.)

Our research should help teams spend their time and effort on the most important activities at the most appropriate junctures during development and product launch. It should thus also help to improve the quality of assessment, the quality of the compounds being launched, and, therefore, the chance of commercial success.

Ramesh Hariharan is an alumnus of McKinsey’s New Jersey office, and Navjot Singh (navjot_singh@mckinsey.com) is a principal in the New York office.

We are grateful for the contributions made by Edd Fleming, Mike Pearson, Rodney Zemmel, Michele Holcomb, Laura Furstenthal, Maria Gordian, Roy Berggren, Lara Sullivan, and Philip Ma, all McKinsey colleagues. Padma Sundar deserves a special mention for conducting several of the interviews and the initial analysis.


3 Because our work is based on historical evidence, it assumes the status quo in development, pricing, and payor environments. A radical shift in any of these areas could alter the primary drivers of success for branded pharmaceuticals. The views in this paper are ours alone and are based strictly on market data and interviews with physicians.

4 We measured market size and growth strictly by sales of all drugs for the indication in question, providing us with an objective measure. We avoided using other possible measures of market size (prevalence, number of patients being treated) as these are harder to assess and are only partial components of a patient flow.

5 Costs of marketing and sales and R&D used to estimate the NPV are identical to those used by Grabowski et al in “Returns on R&D for 1990s new drug introductions,” PharmacoEconomics, 2002 Vol. 20, pp.11-29.
For most of the past 30 years, large pharmaceutical companies have focused mainly on developing and marketing blockbuster drugs that are used by extensive populations of patients. These drugs, such as Lipitor (atorvastatin, Pfizer), Nexium (esomeprazole, AstraZeneca), and Zoloft (sertraline, Pfizer), are usually prescribed by primary-care physicians (PCPs). During the past decade, however, the industry has seen the growing commercial success of specialty pharmaceuticals—drugs prescribed mainly by specialists rather than PCPs. Total annual revenue in the period from 2001 to 2006 of all drugs launched between 1994 and 2003 shows that specialty products are taking an increasing portion of the market, advancing from 39 percent of total sales in 2001 to 45 percent in 2006 (Exhibit 1).

Although specialty products traditionally have been the preserve of biotechnology pioneers such as Genentech and Amgen, mainstream pharmaceutical companies are increasingly adjusting their focus. The chief executive officers of Pfizer, Bristol-Myers Squibb, and AstraZeneca have all publicly announced their intention to increase their development of specialty and biologic products.

Given the excitement surrounding specialty drugs, we set out to investigate the common factors that contribute to their success. For example, technological innovations—such as recombinant proteins, monoclonal antibodies, and genome-based diagnostics—tend to make their commercial debuts in specialty markets, indicating a greater focus on novelty in product development. At the same time, modifications of existing drugs, such as new formulations, are quite common in specialty markets given manufacturers’ desire to preserve franchises.
through lifecycle management and the wish of specialty physicians for improved therapeutic options for their patients. So which factors are the most important for success or failure in this field?

**Basis of analysis**

We analyzed all 143 non-generic, specialty pharmaceuticals launched in the United States from 1994 to 2003, using the net present value (NPV) of the first five years of US sales post-launch as our metric of commercial success. We classified drugs as specialty pharmaceuticals or primary-care products by interviewing physicians to find out whether specialists or PCPs were the primary prescribers. Taking the most successful quarter (36 drugs, five-year NPV of US sales > $900 million, median fifth-year US sales – $500 million) and the least successful (36 drugs, five-year NPV of US sales < $140 million, median fifth-year US sales – $20 million), we assigned scores to each drug according to various measures (see sidebar, “The drug rating system”).

- Differentiation versus standard of care at time of launch in terms of efficacy, safety, and convenience
- Market size at launch
- Five-year market growth rate
- Number of competing drugs at launch
- Degree of novelty in the mechanism of action (MoA)
- Disease severity and unmet need.

We assigned these scores on the basis of interviews conducted with about 50 expert physicians, consultation of the primary medical literature, and information drawn from various commercial databases (Pharmaprojects, EvaluatePharma, and IMS). We then decided which of these parameters correlated with commercial success using the technique of logistic regression.

**Differentiation is the key**

Our analysis shows that only three of the above factors were required to explain the commercial success of 96 percent (69 out of 72) of the specialty drugs we examined (Exhibit 2).

The most important is differentiation relative to the standard of care in terms of efficacy, safety, and convenience. This accounts for 51 percent of a specialty drug’s success. In particular, the top 36 products were all significant improvements on the treatments available at the time of launch. Successful products did not have to improve on all aspects of efficacy, safety, and convenience; many were superior in one respect only and close to parity for the others.

Market size at launch is the second most important factor accounting for 25 percent of success. Simply stated, it is easier to have a successful product in a large, existing market than to create a market for a new product—which helps to explain big pharma’s focus on “me-too” products. This finding is supported by the work of Ramesh Hariharan and Navjot Singh, which showed that market size at launch and differentiation were the only factors correlating with the success of drugs made by large companies.

Market growth rate over the first five years after launch is the third vital factor for success with 19 percent correlation, that specialty products have the capacity to be “market creators.” Rituxan (rituximab), Genentech’s revolutionary treatment for non-Hodgkin’s lymphoma, is an example of a drug that was able to expand a market from about $20 million in total sales to $1.5 billion in only five years. To understand this phenomenon of market creation better, we analyzed all the drugs in our survey that had small markets at launch (<$250 million in annual sales) and found that the successful ones were highly differentiated (average differentiation of 4.0 on a 5-point scale) with respect to the standard of care at launch and were focused on severe diseases with high unmet need (Exhibit 3). By contrast, products that were unable to differentiate themselves sufficiently from the pre-existing standard of care, with an average differentiation slightly lower than the standard of care (average differentiation of 2.9), were failures.

In addition to understanding which factors influence success, it is equally important to understand those that do not. Although specialty products are often considered highly novel, novelty did not correlate with success. This indicates that a novel MoA does not necessarily amount to differentiation from a physician’s perspective.

**The drug rating system**

To find out which factors were important in deciding the success and failure of the drugs in our study, we rated each product according to various criteria and then used regression analysis. To give equal weight to all factors for the regression analysis, we rated each product using a five-point scale.

- **Dissatisfaction versus standard of care (in terms of efficacy, safety, and convenience) at launch:** 1, substantially inferior; 2, slightly inferior; 3, at parity; 4, slightly superior; 5, substantially superior. Source: interviews with physicians
- **Market size at launch of primary indication:** 1, < $0.25 billion; 2, $0.25-1.5 billion; 3, $1.5-3 billion; 4, $3-5 billion; 5, > $5 billion. Source: EvaluatePharma; McKinsey analysis
- **Market’s annual growth rate over five years post-launch:** 1, < 0 percent; 2, 0-10 percent; 3, 10-20 percent; 4, 20-30 percent; 5, > 30 percent. Source: EvaluatePharma
- **Competitive intensity (for example, number of competing products available at launch):** 1, > 6; 2, 5-6; 3, 3-4; 4, 1-2; 5, 0. Source: EvaluatePharma; The Medical Letter; interviews with physicians; McKinsey analysis
- **Novel mechanism of action (MoA):** 1, simple reformulation; 2, complex reformulation (for example, pegylation); 3, novel MoA, five to ten years after lead; 4, novel MoA, two to five years after lead; 5, novel MoA, lead candidates. Source: EvaluatePharma; Pharmaprojects; interviews with physicians; The Medical Letter; McKinsey analysis
- **Disease severity/unmet need:** 1, no risk of morbidity; 2, some severity; 3, high morbidity. Source: interviews with physicians

**EXHIBIT 2**

**Success factors for specialty pharmaceuticals**

<table>
<thead>
<tr>
<th>Success or failure predicted by adding variable, %</th>
<th>100</th>
<th>90</th>
<th>80</th>
<th>70</th>
<th>60</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average differentiation relative to standard of care</td>
<td>51</td>
<td>25</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Market size at launch</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Five-year market growth rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* The model did not predict accurately the success or failure of three products. Gernex (gemcitabine, Eli Lilly) was predicted as a success, but this refers to its status as the only treatment available for pancreatic cancer; physicians are looking for a better product. Aldara (imiquimod, Biologics) was predicted as a failure but is an effective treatment for human papilloma virus (ulcerative condentiform type 1), although it is not a very small market. Femara (letrozole, Novartis) was predicted as a success, but it has a very small market. Femara was launched in 1997; it was unsuccessful according to the criteria of this study, which focuses on the first five years after launch.*

Source: McKinsey analysis
For instance, inspection of the market-creating products (Exhibit 3) shows that successful products did not, on average, have more novel mechanisms than the failures. The number of competing products did not affect success either, illustrating again that it is only a product’s relative merits that are significant (that is, its differentiation relative to the standard of care) and not the number of competitors faced.

First place does not always win

Although our findings indicate that novelty itself is not an indicator of success, we did find that it might provide a way for companies to understand how to position their products.

We segmented all of the products into three groups based on their novelty: first, lead-candidate molecules with novel MoAs; second, follow-on products, launched two to ten years after the lead molecules; and third, precededented mechanisms and reformulations. We then looked at the correlation of commercial success with regard to efficacy, safety, and convenience. Exhibit 4 shows that novel molecules are more likely to be successful if they demonstrate improved efficacy, follow-on drugs if they show improved safety, and reformulations if they offer enhanced convenience. The result for follow-on products is particularly striking, as we found not only that an improved safety profile accounts for 34 percent of their success (improvements in efficacy being generally irrelevant, with a 3 percent correlation rate), but also that 77 percent of the products were successful compared with about 40 percent of novel products and reformulations. One implication is that, in certain markets (see discussion below on therapeutic areas), taking time to refine the safety profile and aiming for more desirable indications may be a better strategy than rushing to be first.

Not all therapeutic areas are equal

Oncology (including immunomodulators), the central nervous system (CNS), and systemic anti-infectives (in particular, widely used HIV drugs) are the three therapeutic areas that dominate the landscape of specialty pharmaceuticals, representing more than 65 percent of all specialty drugs in our survey (Exhibit 5). However, their respective rates of success and failure are drastically different. Oncology has significantly more (42 percent) of the failures, but only 28 percent of the successes, with success most strongly tied to improvements in efficacy. The large number of oncology failures may be due to the rapidly improving standard of care in oncology, driven by the extreme heterogeneity of cancer and the large numbers of associated pathways and targets, which leads to market fragmentation. For instance, many of the failures ended up as treatments for limited patient populations: Ontak/Onzar (denileukin diftitox, Ligand Pharmaceuticals/Eisai), Trisenox (arsenic trioxide, Cephalon), and Oncaspar (pegaspargase, Enzon) were all indicated for very low-incidence leukemias or lymphomas.

Also, although oncology has been a hotbed of innovation—Rituxan, Gleevec (imatinib, Novartis) and Herceptin (trastuzumab, Genentech)—some of the most successful products were based on well-known mechanisms with indication expansions. These include Eloxatin (oxaliplatin, Sanofi Aventis), the first platinum compound to show significant effects against colorectal cancer, and Gemzar (gemcitabine, Eli Lilly), the first pyrimidine analogue with effects on pancreatic cancer, showing that novelty is not a requirement for success in oncology.

---

**EXHIBIT 3**
Specialty drugs launched into small markets

Drugs launched 1994-2003 with initial market sizes ≥$25 million\(^1\)

<table>
<thead>
<tr>
<th>Drug Name</th>
<th>Market size at launch, $m</th>
<th>Market CAGR, %</th>
<th>Novelty of mechanism of action</th>
<th>Complexity (% of successful drugs in category)</th>
<th>Disease severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cilengitide (vandetanib)</td>
<td>150</td>
<td>30</td>
<td>3</td>
<td>98</td>
<td>9</td>
</tr>
<tr>
<td>Nanobeads</td>
<td>30</td>
<td>20</td>
<td>2</td>
<td>88</td>
<td>8</td>
</tr>
<tr>
<td>ReoPro (abciximab)</td>
<td>25</td>
<td>15</td>
<td>1</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>EpoPlex (epoetin-β)</td>
<td>20</td>
<td>10</td>
<td>1</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>Safinamyl (safinamide)</td>
<td>15</td>
<td>5</td>
<td>2</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td>Gleevec/Glivec (imatinib)</td>
<td>10</td>
<td>2</td>
<td>3</td>
<td>98</td>
<td>98</td>
</tr>
<tr>
<td>Neulasta (sargramostim)</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>98</td>
<td>98</td>
</tr>
<tr>
<td>Revlimid (lenalidomide)</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

\(^1\) Some specialty drugs were able to create markets through significant differentiation and/or focus on rare disease areas.

---

**EXHIBIT 4**
Correlation between degree of novelty and key success factor

<table>
<thead>
<tr>
<th>Novelty Number of drugs</th>
<th>Drugs, % of successful drugs in category</th>
<th>Efficacy, safety, and convenience, % correlation of success</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Novel mechanism of action (first, 29 drugs)</td>
<td>29</td>
<td>50</td>
</tr>
<tr>
<td>B. Follow-on, 2–10 years after lead (30 drugs)</td>
<td>13</td>
<td>67</td>
</tr>
<tr>
<td>C. Prescedented mechanisms of action and reformulations (30 drugs)</td>
<td>30</td>
<td>43</td>
</tr>
</tbody>
</table>

---

**EXHIBIT 5**
Dominant therapeutic areas for specialty pharmaceuticals

Breakdown of success and failure by therapeutic area

<table>
<thead>
<tr>
<th>Therapeutic Area</th>
<th>Number of drugs, %</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>All drugs</td>
<td>31</td>
<td>143</td>
</tr>
<tr>
<td>Top failures</td>
<td>26</td>
<td>118</td>
</tr>
<tr>
<td>Failure</td>
<td>14</td>
<td>42</td>
</tr>
<tr>
<td>Success</td>
<td>15</td>
<td>36</td>
</tr>
</tbody>
</table>

---
In the field of CNS drugs, specialty products have fared much better, representing 25 percent of successes and only 11 percent of failures. The former are mainly antipsychotics (55 percent), with the rest being treatments for multiple sclerosis, epilepsy, and Alzheimer’s disease. Because many CNS-related diseases are chronic conditions, safety played a major role in deciding which products succeeded. In particular, none of the five successful antipsychotics in our survey—Zyprexa (olanzapine, Eli Lilly), Risperdal (risperidone, Janssen), Abilify (aripiprazole, Otsuka/Bristol-Myers Squibb), Seroquel (quetiapine, AstraZeneca), and Geodon (ziprasidone, Pfizer)—was viewed by physicians as having any real efficacy advantage compared with others (all had average efficacy scores of 3.0), but all were perceived as having various safety benefits.

Another interesting CNS success story is Aricept (donepezil, Eisai/Pfizer), which has become the standard of care for Alzheimer’s disease. Its efficacy was viewed by many physicians as “unremarkable,” but, owing to a good safety profile and a lack of other treatment options, they also commented that they did not see “any harm” in prescribing it.

In some regards, it is surprising to note the relative success of CNS drugs, a therapeutic area that many companies target less aggressively, owing to the more limited understanding of the underlying biology and hence the narrower set of known “druggable” pathways and targets. For example, the antipsychotics all target some combination of serotonin and dopamine receptors, whereas the antiepileptics mainly target various pathways involving the GABA (γ-aminobutyric acid) receptor. Nevertheless, even given the challenges associated with identifying new CNS targets, our research highlights that the CNS is a therapeutic area in which the rewards and success rates may warrant more significant exposure.

Anti-infectives/HIV therapies have a similar profile to CNS drugs in that they represent more successes (22 percent) than failures (6 percent). As HIV has been transformed into a chronic disease, so successful therapies have come to be distinguished from earlier drugs by an enhanced safety profile. Reyataz (atazanavir, Bristol-Myers Squibb) and Viread (tenofovir disoproxil fumarate, Gilead) are successful largely because they have fewer side effects than some of the older, comparable therapies. In addition to the safety profile, several HIV drugs—Combivir (lamivudine + zidovudine, GlaxoSmithKline), Trizivir (abacavir + zidovudine + lamivudine, GlaxoSmithKline), and Kaletra (lopinavir + ritonavir, Abbott) were successful owing to the convenience benefits of combination therapies, which reduced the number of pills taken by the patient. Emtriva (emtricitabine, Gilead) provides an interesting example of the benefits of the combination pill to the patient; formulated in isolation it is one of the “failures” on the list because of its “inconvenience.” However, it is also a component, along with Viread, of the highly successful combination pill Truvada (which launched in 2004, so is not included in this analysis).

**Winning strategies**

Our research suggests that what really matters to specialty physicians is creating a therapy that is a significant improvement over the standard of care. Novel MoAs might represent exciting science but are not correlated with differentiation from the standard of care, whereas less “exciting” approaches such as reformulating drug delivery can produce results. We suggest that several possibilities exist to increase the likelihood of success in the specialty market. First, include more practising clinicians in the process of defining the target product profile to bring about a more practical assessment of the true value of a new drug over the likely standard of care at time of launch. Second, encourage early-stage development teams to articulate potential approaches to differentiation during portfolio reviews. Third, ensure the right trade-offs are made (especially between safety and efficacy) in designing clinical trials, particularly for drugs that are not first to market.

A special kind of success

A version of this article, entitled “What drives success for specialty pharmaceuticals?” was first printed in *Nature Reviews Drug Discovery*, Volume 7, pp. 563–567 (June 6, 2008). For further details of the methodology and analysis, please contact the authors.

**Edd Fleming** (edd_fleming@mckinsey.com) and **Philip Ma** (philip_ma@mckinsey.com) are directors in McKinsey’s Silicon Valley office, where **Laura Furstenthal** (laura_furstenthal@mckinsey.com) is a principal. **Mark Gudiksen** is an alumnus of the San Francisco office.
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R&D in emerging markets: a new approach for a new era

The pharmaceutical industry has long been driven by the demands of the north American and west European markets, with scant attention given to emerging markets and the diseases more prevalent there. This is changing. Emerging markets contributed 30 percent of the pharmaceutical industry’s value in 2008 and are forecast to grow by 14 percent a year to 2013. By contrast, the US market—which still represents 40 percent of the global market—is expected to grow more slowly with annual growth of less than 3 percent over the next four years. Indeed, all developed markets tend to be characterized by low or negative growth, a stricter regulatory environment, increasing patent litigation, and greater scrutiny of drug safety.

Not surprisingly, many pharmaceutical companies now see some of the largest emerging markets as the key to their growth ambitions. Over the past ten years, they have established low-cost research institutions in emerging markets, tapped into talent pools there in search of innovation, and set up corporate social responsibility programs to help tackle neglected diseases. But more needs to be done if companies are to capture the opportunity.

Most still tend to regard emerging markets mainly as a source of lower-cost R&D.

Gone is the time when R&D in developed markets could meet the pharmaceutical needs of emerging markets. Local presence is required.

Michael Edwards

The likely outcome is that they will place a significant proportion of their scientists, their chemistry, manufacturing, and controls, and their development groups there. Only in this way will they understand the needs and preferences of patients and physicians, develop products that meet those needs, and ensure the products are introduced in a timely manner.

Medical needs and preferences

 Patients in emerging markets have different medical needs from patients in the West, and they and their physicians have different treatment preferences. The result is demand for products that reflect these variations. This affects decision making and resource allocation across pharmaceutical companies’ entire R&D value chain, from basic research to in-market investment. There are several areas to consider:

Choice of disease area

The prevalence of some diseases varies significantly between geographic regions and ethnic groups. This can be due to genetic differences or environmental factors such as diet and living conditions. Diseases that mainly affect developing countries and that are not prevalent in...
developed markets have been largely ignored from a pharmaceutical “for profit” viewpoint. However, as economies in emerging markets grow and governments begin paying for treatment for the poor, certain hitherto neglected types of disease present revenue opportunities.

The better to understand these diseases, companies are realizing that they need dedicated R&D resources in emerging markets, as valuable insights from patients, physicians, and payors can be gained only through local presence. Currently, oncology is the therapeutic area with the most significant commercial opportunities for drugs developed specifically for emerging markets. Hepatocellular carcinoma (HCC), often caused by hepatitis B and C virus (HBV/HCV) infection, is the most frequently cited example. HCC is the fourth most common cancer globally, and 75 percent of the one million people affected each year live in east Asia. Other cancers more prevalent in developing countries include Kaposi’s sarcoma—less frequently seen in developed markets since the advent and use of the HIV “triple cocktail”—and gastric/oesophageal cancers, which have much higher prevalence in east Asia. HBV infection represents another opportunity: of the 400 million people infected with HBV worldwide, roughly one-third are in China. Many pharmaceutical companies already focus on some of these opportunities. Novartis, for example, is investing in an R&D center in Shanghai, which will initially focus its research on diseases particularly common in China (including hepatitis B and C).4

Other neglected diseases include TB, malaria, roundworm, and Chagas. Although these diseases are a major health problem across large parts of the world, they are not among the 20 most prevalent diseases in the largest emerging markets, with the exception of TB in India.5 Their value, while growing, will remain small in the near term by developed market standards, though some resources are being applied to dealing with TB. AstraZeneca, for example, has established an R&D center in Bangalore dedicated to TB. Research into these diseases is often conducted in conjunction with public and charitable bodies, or in the context of access-to-medicine programs.

In the case of “diseases of poverty” such as the dehydrating illness cholera, it is not so much research that is needed as better basic living standards. For sufferers of cholera, the treatment is as simple as having access to clean drinking water and rehydration powder.

Efficacy and dosing
Dosing levels may need to be adjusted in emerging markets to reflect variations in the efficacy and toxicity of a drug at a given dose between different geographical or ethnic populations. For example, some subpopulations or ethnic groups have lower levels of critical P450 enzymes, which affect drug metabolism and therefore dosing requirements.

Body mass also affects dosing levels, and populations in emerging markets tend to have lower average body mass than those in the United States or Europe. In Japan, local regulators increasingly approve lower doses than their counterparts in the United States. Approved doses for Bayer’s Ciprofloxacin, for instance, vary by region—600 mg in Japan, up to 800 mg in the United Kingdom, and up to 1,200 mg in the United States.

Genetic differences between certain ethnic groups are a further factor in dosing levels—although personalized medicine, whereby the dose is tailored to genetic differences between individuals rather than groups, is still some way off. Thirty percent of Asians, for example, have a variation in their cytochrome P4502C19 gene which results in reduced ability to metabolize up to 15 percent of all clinically useful drugs.6 compared with 6 percent of Caucasians. This influences clinical practice. Physicians in Hong Kong commonly prescribe lower doses of certain drugs—diazepam (Valium) is one—for Chinese patients than for Caucasians, because individuals carrying this variant are at higher risk of experiencing toxicities when taking these drugs. In addition, the efficacy of some drugs is limited to certain genetically defined populations or ethnicities, and as a result regulators might approve a drug only for particular ethnic groups. BIDIL—a fixed-dose combination of isosorbide dinitrate and hydralazine used to treat heart failure—was dismissed when it failed to demonstrate efficacy in a heterogeneous population trial, but revived when efficacy was shown in patients with significant African ancestry.7

As with disease areas, real insight into the nuances of dosing can be gained only through close interaction with local experts and local experience.

Patient and prescriber preferences
Understanding physicians’ and patients’ preferences and responding to them effectively is important to success in emerging markets. Fixed-dose combination medicines—drug therapies with two or more active pharmaceutical ingredients (APIs) combined into one tablet—are preferred in many markets, but their popularity still varies greatly by individual market. Their benefits are that they can be more convenient for the prescribing physician and the patient, and they can improve patients’ compliance.

The logistics of delivering products to hospitals and pharmacies is another important area that pharmaceutical companies will need to understand. For example, heat and humidity can destroy medications, and there may not be a reliable cold-chain supply system to deliver medication from factory to hospital. In 2007, in Uganda, Abbott launched...
Emerging countries can count towards the total patient numbers required to satisfy US and European regulators. By including relevant populations from emerging markets in trials, companies might also be able to reduce the current time delay that exists between launching their drugs in the West and in emerging markets—a delay that can mean the loss of significant patent revenue. Some companies are beginning to tackle this issue. Merck, for example, has made a public commitment to launch its drugs simultaneously in both spheres—no small undertaking given that some of its previous launches in emerging markets have been up to ten years behind those in the West. Other companies also appear to be moving towards this goal: Bayer was selling the multi-targeted kinase inhibitor sorafenib (Nexavar) for HCC in China less than a year after its US launch, while Bristol-Myers Squibb launched the antiviral HBV therapy entecavir (Baraclude) in China with only a six-month delay.

Market shaping through local R&D

Conducting R&D in emerging economies provides a number of market-access benefits to pharmaceutical companies by engaging local stakeholders early in drug development. Working with leading physicians at this stage can help build a product’s name and, most importantly, give companies insights into how to tailor products to local needs. For example, working with local physicians in east Asia to develop new oncologic drugs (such as tyrosine kinase inhibitors) could help pharmaceutical companies learn how local oncologists approach cancers such as GI stromal tumors, which are rare in developed countries. A local R&D presence also helps build a company’s reputation for innovation and attentiveness to specific needs. In countries that do not require inclusion of local patients as a condition of regulatory approval, local Phase IV post-launch trials or epidemiological studies can help demonstrate efficacy in the immediate patient population. (The number of Phase IV trials in emerging markets has grown at an annual rate of more than 50 percent in the past five years.) Post-launch activities, such as Phase IV trials in new indications, might also lead to expanded indications, even on a local basis, providing the sales force and medical scientific liaison staff with additional scientific data for their discussions with local doctors, and reinforcing the message that the company is focused on meeting the needs of the regional market.

Local R&D activities also help build relationships with governments and regulatory agencies. In some places, a local presence is already a prerequisite for market access, as is increasingly the case in Russia; elsewhere, it helps to establish relationships with the authorities that might accelerate approval of a drug and deliver higher reimbursement.

By building significant R&D resources in emerging markets, pharmaceutical companies will revolutionize the global R&D group, helping shift the focus of the entire development pathway—from early development to lifecycle management—to include both developed and developing markets.

For the pharmaceutical industry it will mark the end of an era when it was assumed that the needs of the world’s pharmaceutical market were largely those of developed countries. The new era will require considerable organizational change. R&D departments will need new resources. And since emerging market revenues are likely to be less than half those of the United States and European Union in the medium term, funding might have to be ring-fenced. But perhaps the most important change of all, given the speed at which the market is developing, will be a rapid change in mindset. Companies already recognize the need to tailor their product portfolios for emerging markets, but to be real leaders in the future they must tailor their R&D activities too.

Michael Edwards (michael_edwards@mckinsey.com) is an associate principal in McKinsey’s London office.

2 IMS Health, Market Prognosis, March 2009.
3 “Global pharmaceuticals: emerging markets—infusing badly needed revenues for years to come,” Bernstein Research, May 2009.
Personalized medicine—defined here as a tailored approach to patient treatment based on the molecular analysis of genes, proteins, and metabolites—has generated much excitement. Yet few personalized medicine tests have achieved high clinical adoption. To understand better the challenges to the development and acceptance of personalized medicine, and how to overcome them, we interviewed more than 60 leading payors, providers, regulatory experts, pharmaceutical and biotechnology companies, academic opinion leaders, and diagnostics and clinical laboratory companies, and conducted microeconomic analyses of different stakeholder issues (see sidebar, “Research details”).

Our investigation highlighted three main obstacles to the advancement of personalized medicine: first, scientific challenges (poor understanding of molecular mechanisms or a lack of molecular markers associated with some diseases, for example); second, economic challenges (that is, poorly aligned incentives); and third, operational issues (electronic tracking of diagnostic information, privacy concerns, reimbursement coding problems, provider/patient education). Although scientific difficulties remain, it now seems that the economic challenges and operational questions are the biggest hurdle. In many cases, operational issues can be largely resolved within a particular stakeholder group. However, correcting the incentive structure and modifying the relationships between stakeholders could be more complex.

In this article, we discuss the economic challenges of personalized medicine from the perspective of four key groups of stakeholders: payors, providers, pharmaceutical and biotechnology companies, and diagnostics companies. We focus on the US market.

**EXHIBIT 1**

<table>
<thead>
<tr>
<th>Not all diagnostic tests save costs for payors1</th>
<th>Companion diagnostics</th>
<th>Procedure-focused diagnostics</th>
<th>Genetic risk markers</th>
</tr>
</thead>
<tbody>
<tr>
<td>HrE2</td>
<td>BRCA1-2</td>
<td>Warfarin</td>
<td>AlloMap</td>
</tr>
<tr>
<td>Savings from changed decision, $ thousands</td>
<td>40</td>
<td>80</td>
<td>2</td>
</tr>
<tr>
<td>Probability that patient has “positive” test, %</td>
<td>70</td>
<td>5</td>
<td>35</td>
</tr>
<tr>
<td>Savings per test, $ thousands</td>
<td>38</td>
<td>4</td>
<td>0.7</td>
</tr>
<tr>
<td>Cost of test, $ thousands</td>
<td>1.1</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>Cost saving per payor2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

1 Estimated savings per test is the product of savings from a single changed treatment decision and the probability that any given patient will have a “positive” test (such that treatment decision is changed).
2 Human epidermal growth factor receptor 2.
3 Breakpoint cluster region–abelson tyrosine kinase.
in particular, but the matters raised are also relevant elsewhere. Our proposals for overcoming these challenges could significantly accelerate the adoption of personalized medicine.

Stakeholder incentives and challenges

Payors

Investors and analysts have suggested that personalized medicine can dramatically reduce health care costs and help payors market products to the most attractive customers. Yet most payors have been slow to invest in personalized medicine. Leaders in payor organizations identify several factors that could explain this reluctance. The first is an inability to identify easily which tests truly save costs. The second is apprehension that it is difficult to track much of the earlier stage/experimental testing, leading to fears that although individual tests may not be that expensive, the overall eventual costs could be unjustifiably high. A third concern is difficulty in enforcing standard protocols to ensure that physicians follow through with appropriate patient care based on test results. Fourth, there is potential for misuse of test information, particularly in the early stages of test investigation/development, which could lead to patient harm. Fifth, there is a lack of longitudinal accounting that would enable payors to capture long-term cost savings from near-term testing.

To understand which tests actually save costs, we analyzed various types of test (see sidebar, “Additional notes,” note 1). Two primary factors determine a test’s cost effectiveness from a payer’s perspective: per patient savings (that is, the difference between the cost of treating the disease and the cost of the intervention indicated by the test); and the likelihood that a test suggests an intervention for any particular patient (Exhibit 1). Tests that help avoid the use of expensive therapies (for example, trastuzumab [Herceptin, Genentech/Roche] or imatinib [Gleevec, Novartis]), minimize costly adverse events (such as the warfarin dosing test), or delay expensive procedures can be extremely cost effective for payors. Although such tests cost between $100 and $3,000 each, they save $600 to $28,000 per patient. By contrast, tests that save a small amount per patient or have a low probability of identifying patients requiring intervention are not cost effective. For example, although BRCA1 testing to predict the risk of breast cancer can save around $25,000 per patient identified, mutations are so rare in the general population that this test, which costs up to $3,000 per patient, is cost effective only when performed on a patient with a family history of breast cancer. Some tests could also create costs on a per patient basis. Variants in KIF6, for example, have been linked to a 50 percent increase in the risk of myocardial infarction, but this risk can be reduced to normal levels through treatment with statins.1,2 Widespread use of a hypothetical test based on these markers could actually result in higher costs through treating patients with statins, compared with the savings from avoiding cases of myocardial infarction.

Payors’ adoption of personalized medicine tests is further complicated by the high customer turnover experienced by many commercial payors in the United States. This high turnover makes it less economically attractive for payors to reimburse prophylactic tests that minimize the likelihood of conditions that will occur much later in life. Costs accrue to the payor that screens the patient and performs the intervention, but the benefit accrues to the payor covering the patient when the disease actually arises (perhaps ten years later). The pharmacoeconomics for the BRCA1 test illustrate the point (Exhibit 2). This longitudinal accounting issue is particularly acute for diseases with a late or delayed onset, whereby the insurer for the elderly—for example, Centers for Medicare and Medicaid Services (CMS) in the United States—accrues the benefit of interventions that were paid for years earlier by commercial payors. Notably, payor systems that have low patient turnover, such as integrated systems like Kaiser Permanente in the United States or single-payer systems in Europe, are less exposed to this incentive challenge.

As described above, personalized medicine tests span a spectrum from cost effective to cost creating. Because the actual cost savings may not be known until the test has been on the market for some time, it will remain in payors’ interests to delay adopting personalized medicine tests until they can differentiate between those that are cost saving and others that are cost creating. The winning strategy for diagnostics companies may therefore be to collaborate with other stakeholders where the economics are more aligned (for example, Kaiser Permanente, large self-insured employers, and the Veterans Affairs system in the United States, all of which have lower membership turnover). Generating high-quality health economic evidence will provide the reimbursement confidence that enables payors more rapidly to adopt tests and align physicians’ incentives with patient care and outcomes, rather than procedures. This could create a source of competitive advantage for payors that are more successful in identifying and implementing policies to promote cost-saving diagnostics.

Providers

Today’s “procedure-based” reimbursement system for providers also presents a challenge to the adoption of personalized medicine. In this system, provider economics will create incentives for the use of some personalized medicine tests, but might discourage the use of others. Physicians could be more likely to embrace tests that increase the number of procedures performed, while taking a more hesitant approach to those that diminish procedure volume. For example, a test that identifies patients at high risk of colon cancer such that they require colonoscopies at three times the normal frequency would align well with gastroenterologists, given that the lifetime value of a patient related to such a molecular diagnostic is around $2,000. Other tests may be cost neutral, or have negative microeconomic incentives for their use. For example, Oncotype Dx, a gene-based diagnostic test for breast
cancer patients that can be used to assess the likelihood of benefit from chemotherapy, ultimately reduces the number of patients that physicians treat with such chemotherapy, and thus the revenue that those patients generate. Even so, Oncotype Dx has been widely adopted because of its clinical merit, but this example illustrates the challenges that such tests can pose to providers’ economics.

**Pharmaceutical and biotechnology companies**

These companies are now using biomarkers to aid R&D, and in some cases will develop these markers as companion diagnostics (tests to identify patients’ likelihood of responding to a drug or experiencing side effects). R&D executives at 16 of the top 20 biopharmaceutical companies interviewed in a survey by McKinsey in 2007 indicated that, on average, 30 to 50 percent of drugs in development have an associated biomarker program, and suggested this number was likely to increase. By contrast, the same executives also suggested that fewer than 10 percent of drugs with current biomarker programs would be launched with a companion diagnostic over the next five to ten years (and this is highly dependent on the disease area).

In theory, companion diagnostics can improve R&D productivity by decreasing trial size, reducing attrition, and/or increasing speed to market, and enhance commercial performance by boosting market share and/or supporting higher drug prices. However, many companies are moving slowly towards the application of biomarkers and companion diagnostics. This is evidenced by the fact that while the most aggressive players have biomarker programs for 100 percent and companion diagnostics for 30 percent or more of their compounds, the average company has far fewer (30 to 50 percent and less than 10 percent respectively). Moreover, many of the experts we interviewed stated that their corporations had not prioritized companion diagnostics and were taking a “cautious approach” to investments. Scientific and clinical factors pose some limitations to the pace of development. In some disease areas, understanding of molecular mechanisms is insufficient to select biomarkers rationally at early stages of development. In other areas, there is not a large clinical need for companion diagnostics. However, in many disease areas, companies are moving slowly despite scientific advances.

Our research suggests that the potential to generate greater value after marketing through increasing price and market share is vastly more important for the economics of pharmaceutical and biotechnology companies than improving development productivity. Indeed, it seems companion diagnostics may do little to improve development productivity. In many cases, they might actually increase overall cost and delay development. With respect to clinical trials, experts suggested that Phase II trials often have to be larger when companion diagnostics are employed. In practice, trials often need to be designed with several potential candidate biomarkers in Phase II (and sometimes Phase III) as it is unclear which markers will be predictive (see “Additional notes,” note 2). In addition, the US Food and Drug Administration (FDA) is likely to require that “marker-negative” patients be included in Phase III trials, based on concerns that the drug could be used off-label in these patients. This practice is likely to eliminate the upside from smaller trials that has been widely cited in recent years (see “Additional notes,” note 3). Apart from trial size, other commonly cited applications of personalized medicine during drug development also seem unlikely to improve drug development productivity substantially (Exhibit 3).

Although increasing development productivity may not provide sufficient incentives for companies to pursue companion diagnostics, there are significant potential commercial benefits from increased market share and pricing power. At the same time, there is also significant risk, as companion diagnostics divide the treatable patient population into sub-segments and can reduce market share in some cases. Given this, companion diagnostics are most likely to be value creating for later-to-market entrants in crowded markets characterized by significant pricing flexibility.

For example, if two drugs are already on the market and are relatively undifferentiated, the third drug on the market is likely to capture a relatively small share—say, 5 to 20 percent (see “Additional notes,” note 4). A companion diagnostic that identifies a segment of the patient population that will respond especially well to a drug or have lower toxicity, and thereby enables higher pricing, could generate value. A key determinant of pricing diversity is payors’ price scrutiny/sensitivity, which varies dramatically by disease area, particularly in the United States. This is illustrated by Biliq, a fixed-dose combination of two generic cardiovascular drugs, hydralazine and isosorbide dinitrate, that has been approved by the FDA specifically for African Americans with heart failure. In this case, attempts to charge a price premium were met with aggressive differential co-pay tiering by payors, which contributed to lower sales than expected (see “Additional notes,” note 5). In therapeutic classes where payors...
The business risks of molecular diagnostics

<table>
<thead>
<tr>
<th>Sensitivity assumptions</th>
<th>Worst Case</th>
<th>Base Case</th>
<th>Best Case</th>
<th>Impact on 10-year NPV of EBITDA, $ million</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost to develop test, $ million</td>
<td>50</td>
<td>45</td>
<td>40</td>
<td>-10.0</td>
</tr>
<tr>
<td>Timing of test approval and launch</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Timing of development and approval, years</td>
<td>6</td>
<td>4.5</td>
<td>-24.5</td>
<td>10</td>
</tr>
<tr>
<td>Time to physician adoption, years</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>Time to physician adoption, years</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>Peak sales price</td>
<td>2,000</td>
<td>3,000</td>
<td>5,000</td>
<td>-7.7</td>
</tr>
</tbody>
</table>

1 A representative profit and loss (P&L) model for a start-up molecular diagnostic company was created from a number of sources. The aim of this model was to price the P&L statement for all such molecular diagnostic companies, to create a model that would allow us to test the assumptions affecting profitability. The cost of test development (excluding investments in start-up infrastructure) was based on interviews with venture capital groups and startups as well as actual data on seed funding and experience of similar test. To assess the impact of various factors, we used estimates from expert interviews as well as financial data.

2 Earnings before interest, taxes, depreciation, and amortization.

3 A number of factors contribute to this risk, including development costs, timing of development and approval, time to payor coverage, rate of provider adoption, and peak sales price. To understand the relative importance of these factors, we modeled the economics of a hypothetical start-up esoteric diagnostics company, then performed a sensitivity analysis using upside and downside scenarios for each variable. It should be noted that this model was based on benchmarks from a few molecular diagnostics businesses with the intent of testing the importance of risk factors. The model does not represent a specific company, and the economics for companies with products currently on the market vary significantly. Based on this model, the expected ten-year net present value (NPV) for an average diagnostic test is around $15 million. The most important factors influencing profitability are the time to approval and rate of payor adoption. If the time to approval is delayed by a year, the ten-year NPV becomes negative at around -$10 million. This finding is relevant given that it remains unclear how the FDA will regulate innovative molecular diagnostic tests.
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Potential catalysts for personalized medicine

We have described how current market failures limit the speed of adoption of personalized medicine, and how solutions to these economic challenges represent opportunities to accelerate market development. On the basis of conversations and analyses conducted during the course of this investigation, we see four main catalysts that could significantly affect the adoption of personalized medicine in the near term.

1. Maximizing transparency and efficiency of the regulatory-approval process

2. Increasing the pace and predictability of payor coverage for appropriate tests

3. Aligning reimbursement practices to incentivize appropriate diagnostic use by physicians

4. Encouraging pharmaceutical and biotechnology companies to take a long-term investment view.

Regulatory environment

First, regulatory bodies such as the FDA must improve the clarity and efficiency of the test regulatory approval processes, both for stand-alone and companion diagnostics. These clarifications are critical to diagnostics companies’ ability to plan ahead and to design trials. Based on our conversations with more than 60 experts, the key questions that regulatory bodies such as the FDA and EMEA should address include: Will marker-negative patients be required for Phase III trials? Will use of archived samples or “flexible” trial designs be permitted for approval of companion diagnostics, and under what circumstances? What regulatory standards and oversight will be required for personalized medicine tests, especially laboratory-developed tests, to be used in therapy decisions?

For the new regulations under consideration, authorities need to weigh short-term costs against long-term benefits. Current plans include classifying tests as Class I, II, or III, based upon the level of risk of the intended use. IVD-MIA changes that promote more rigorous evaluation of safety and effectiveness may have long-term benefits by encouraging faster adoption by payors and physicians owing to the higher approval standards. However, the near-term consequences may harm short-term market investment. For diagnostics companies, the approval process can actually be an opportunity to justify higher value/pricing by showing willing to set appropriately stringent standards, and by shaping regulatory guidelines to bolster the industry and protect patients. For its part, the FDA should work to minimize approval delays that result from higher standards, and help mitigate any negative impact on investment in development. Leading pharmaceutical, biotechnology, and diagnostics companies should look for opportunities to help shape the development of these guidelines and standards.

To drive changes in market incentives, regulatory bodies such as the FDA and EMEA could decide not to require collection of clinical data on marker-negative patients, thus lowering development costs. Concerns about the use of therapeutics in the “marker-negative” population could be reduced by parallel moves by payor organizations and regulatory bodies to increase barriers to “off-label” use. Furthermore, regulatory bodies could increase the flexibility of trial design and even allow for the approval of retrospective tests of the Dx marker (that is, performed on archived samples). Finally, governments and regulatory bodies could reward the development of companion diagnostics directly by increasing the patent life for drugs developed with companion diagnostics, providing tax-based incentives, and continuing to award grants for R&D.

Payor coverage

In the United States, approval and reimbursement coverage decisions represent two discrete processes with minimal coordination between the FDA and CMS. Uncertainty remains about how this coordination will work in other parts of the world and processes have not been established—for example, at the time of writing, the National Institute for Health and Clinical Excellence (NICE) in the United Kingdom had not reviewed a molecular diagnostics test. State payors, private payors, and diagnostics companies can help fuel growth in the personalized medicine market by coordinated efforts to improve the pace and process for coverage decisions. One step could be for CMS to take a lead in aligning the reimbursement process with the regulatory approval process. Pre-submission meetings to delineate data requirements for regulatory and coverage

Research details

To gather stakeholders’ perspectives on personalized medicine we conducted 60 interviews in the first half of 2008 with executives and opinion leaders from leading private payor organizations, academic research institutions, health care provider organizations (such as academic medical centers and hospitals), regulatory bodies, biopharmaceutical companies, molecular diagnostics and clinical laboratory companies, and venture capital funds. The interviewees were:

- Eight payor executives including individuals from private payors (for example, Blue Cross/Blue Shield and Health Net) and CMS. The expertise of these individuals spanned coverage decisions and health technology assessment.
- Twenty biopharmaceutical executives in positions ranging from vice-president to chief executive officer. Expertise among these individuals spanned business strategy and operations, R&D, regulatory affairs, and reimbursement.
- Thirteen diagnostics executives from large clinical laboratory companies and small and mid-sized molecular diagnostics companies. All interviewees were senior executives with long experience of the diagnostics industry.
- Six researchers from leading academic institutions in the United States and the United Kingdom who are recognized as experts in molecular genetics, pharmacogenomics, bioinformatics, and molecular and protein diagnostics.
- Three venture capitalists from leading firms that focus on molecular diagnostics investments.
- Two attorneys with legal expertise spanning intellectual property, FDA regulation, and health care law.
- Eight regulatory experts from the Department of Health and Human Services, the FDA, and NICE.

We asked each interviewee’s opinions on the challenges and opportunities in personalized medicine for all stakeholders, and discussed in more detail the use of personalized medicine in their own field of expertise both currently and over the next five years. Details of the quantitative analysis and financial modeling we conducted to understand specific stakeholder issues are highlighted in the exhibits.
approval and ongoing joint reviews can facilitate interagency collaboration. Optimal alignment across the two agencies would imply that if suitably stringent guidelines are set, then CMS would provide coverage and adequately reimburse those who meet those hurdles. For example, the requirement of additional health economic data and/or regulatory approval for clinical claims may be reasonable prerequisites for coverage, and could thus help ensure adequate reimbursement, pricing, and value for diagnostics players.

Development of formal guidelines could improve the transparency and efficiency of decisions relating to coverage. Today, CMS typically makes coverage decisions for molecular diagnostics at the regional rather than national level. As a consequence, decisions are made many times based on different guidelines and processes and often with differing outcomes (see “Additional notes,” note 9).

Private payors also lack clear guidelines for these decisions. Both CMS and private payors have an important role to play in shaping coverage and payment decisions. Private payors we interviewed are waiting to understand and potentially follow CMS coverage policies (as often occurs with therapeutics).

One way to improve coverage guidelines in both systems and processes would be to establish an agency to assess the clinical and cost effectiveness of tests. This agency could be a coordinated effort by payors, CMS, interested pharmaceutical and biotechnology companies, and diagnostics players, and could take the form of a third-party, non-profit agency, a diagnostics players, and biotechnology companies, and could take the form of a third-party, non-profit agency, a

Physician incentives

Beyond improvements associated with regulatory approval and formal coverage, aligning physicians’ incentives could further hasten adoption. Reimbursement schemes in many countries remain largely “activity based,” with physicians receiving disproportionately higher rates for procedure-oriented services than for evaluation and management activities. As such, there is little financial incentive for physicians to perform tests that might prevent the need for further treatment. In fact, there may be a real financial disincentive.

Efforts are under way to shift towards a more “outcome-based” approach to reimbursement, a system that will provide incentives for physicians to use and act on appropriate personalized medicine diagnostics. Yet payors should also work to develop a system that ensures physicians are reimbursed for the test itself in order to encourage adoption. Moreover, personalized medicine tests today are billed in the United States by “CPT code stacking,” whereby a multivariate assay is billed by adding multiple, generic codes—for example, for a diagnostic based on a single gene (see “Additional notes,” note 10). This approach is not scalable and can lead to billing practices in which laboratories game the system. Eventually, individual codes will need to be developed for each molecular diagnostic that are commensurate with the cost and value of the test and provide appropriate reimbursement to physicians.

Investment by pharmaceutical and biotechnology companies

Pharmaceutical and biotechnology companies should take a long-term investment view. Some already do: leaders we interviewed who have invested most heavily in personalized medicine suggested they are renewing their focus on outcomes and clinical value in the process of drug discovery. They realize that the drugs they are developing today will be entering markets with more competitors, more pricing pressure, and a higher bar for differentiated clinical outcomes. Not surprisingly, these same companies are investing heavily in personalized medicine.

An aggressive move towards value- or outcomes-based pricing by CMS or private payors could greatly increase the financial value of personalized medicine and so the incentive to invest in it. One possibility might be to employ innovative risk-sharing models for drug and diagnostic coverage. For instance, payors could follow the examples in Europe of bortezomib (Velcade) for multiple myeloma and the interferon-beta drugs for multiple sclerosis; here reimbursement is contingent upon patient outcomes. Similarly, payors could create innovative risk-sharing agreements with diagnostics companies. A test could say, receive conditional, partial reimbursement for a number of years until the clinical effectiveness was definitively demonstrated (at which point the diagnostics company would be paid in full). The payor limits cost exposure by covering part of the costs for a limited time, while diagnostics companies benefit from early coverage decisions.

Over the next few decades, the development of -omics sciences and supporting technologies will enable the creation of an increasing number of personalized medicine tests. However, the use of these tests could be hampered by poorly aligned incentives for stakeholders. All stakeholders should therefore work together to help reshape these incentive structures and so reap the benefits of personalized medicine.

A version of this article, entitled “The microeconomics of personalized medicine: today’s challenge and tomorrow’s promise,” was first published in Nature Reviews Drug Discovery, April 2009, Volume 8, No 4, pp. 279–86. For further details of the analysis and methodology, please contact the authors.
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Note 1. Some payors noted that newer thyroid cancer diagnostics have led to a dramatic increase in the incidence of thyroid cancer (a 250 percent increase from 1973 to 2002), but no improvements in mortality. One explanation for the findings is that most of the incremental detection was for papillary cancers with a very good prognosis.

Note 2. Experts we spoke to indicated that between two and six markers are typically chosen for a drug’s companion diagnostic program. These markers are usually chosen before Phase II, developed in parallel with the Phase II clinical trial, and then tested retrospectively on Phase II participants.

Note 3. A widely cited example in this respect is the Phase III trial for the anticancer drug trastuzumab (Herceptin, Genentech/Roche), a monoclonal antibody that targets HER2. The trial included only 470 breast cancer patients and only a marker-negative arm. The expected size of the trial without a companion diagnostic based on HER2 expression levels has been estimated at 2,200 patients (based on a presentation by Arthur Levinson, CEO of Genentech, in October 2003).

Note 4. This figure is derived from McKinsey analysis and IMS sales data; the estimated range is based on 5 percent average market share for third-to-market drugs at around one to three years post launch, and 20 percent average market share of second-to-market drugs at around one to three years post launch.

Note 5. Bidil was priced at a premium. In interviews with four different insurance companies, payors indicated that they differentially tiered the drug because they did not think the clinical benefit justified the cost.

Note 6. These figures are based on McKinsey analysis of selected molecular diagnostics and traditional diagnostics.

Note 7. Section 510(k) of the US Food, Drug, and Cosmetics Act requires device manufacturers to notify the FDA of their device at least 90 days in advance of marketing. The review process for this Premarket Notification is more straightforward than Premarket Approval and typically takes less than 90 days.

Note 8. These figures are based on historical approval times, and include non-direct review time and direct review time. Premarket approval typically takes around 18 months whereas registration takes some six months.

Note 9. The Centers for Medicare and Medicaid Services (CMS) may make national coverage determinations for certain molecular technologies, whereas coverage for most laboratory tests is determined locally by CMS. A local coverage determination is based on a review of current medical practices and clinical data, and procedures for coverage decision are not uniform across localities.

Note 10. Reimbursement and billing for molecular diagnostics are performed using current procedural terminology (CPT) codes. Most molecular diagnostics do not have a single unique code assigned. Billing for multivariate tests involves “stacking” multiple codes that describe individual components of the assay. For example, billing for a single Myriad’s BRCA panel can involve employing five different codes and 171 separate CPT units.
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